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Letter of Transmittal

November 30, 1987

My Dear Mr. President:

In accordance with Sec. 4(j)(1) of the National Science Foundation Act of 1950,
as amended, it is my honor to transmit to you, and through you to the
Congress, the eighth in the series of biennial Science Indicators reports, this time
retitled, Science & Engineering Indicators-1987.

These reports are designed to display a broad base of quantitative informa-
tion about U.S. science, engineering, and technology for the use of public and
private policymakers in their decisions about these activities.

The actions of Government and industry in recent years demonstrate their
recognition of the critical contributions of basic research and advanced tech-
nology development to our health, welfare, economic competitiveness, and
national security. The quantitative analyses in this report portray these develop-
ments in some detail, thereby improving our understanding of the scientific
and technological enterprise.

As in previous reports, basic information is provided on U.S. and com-
parative foreign trends in R&D support and performance, school science and
mathematics, human resources for science and technology, technological inno-
vation and trade in high-technology products, and public attitudes toward
science and technology. New features of this report include a chapter on
"Higher Education for Scientists and Engineers" and an "Overview" section
that features the major findings of the report.

I and my colleagues on the National Science Board trust that this report will
be of value to your Administration, to the Congress, and to those concerned
with science and technology policy.

The Honorable
The President of the United States
The White House
Washington, D.C. 20500

iii

Respectfully yours,

Roland W. Schmitt
Chairman, National Science Board
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Introduction

This volume is the eighth in the biennial Science Indica-

tors series initiated by the National Science Board in 1972.

The report has been renamed Science & Engineering Indica-

tors (S&EI) to reflect an increased awareness of the com-
plementary roles played by science and engineering re-
search and education in creating both new knowledge
and new technological products and processes.

The series provides a broad base of quantitative infor-
mation about the structure and function of American
science and technology in order to inform national pol-
icymakers who must allocate resources to these activities.

More specifically, our leaders and policymakers need
to know what kinds, levels, and directions of national
effort in science and engineering research and education
are necessary in order to:

Produce significant advances across a broad front in
the understanding of natural and social phenomena

(basic research);
Foster vigorous inventive activity to produce con-
tinuing technological advances (applied research and

development);
Combine understanding and invention in the form of
socially useful and affordable products and processes
(innovation); and
Assure an adequate supply of highly trained scientists
and engineers to staff the Nation's businesses, schools,

and government.
The science, engineering, and technology system is

less easy to measure than other major functional areasof
our society such as health, agriculture, or the economy.
This is in good part due to the nature of its primary
outputknowledge and ideas. People create, communi-
cate, and carry ideas; and dollars support people. We can
and do track people and dollars. But our methods for
measuring science as a body of ideas and its connections
with the social and economic order are still unsophisti-
cated. Thus, our indicators remainfor nowlargely
measures of aspects of science and engineering as sets of
activities, rather than as particular bodies of knowledge.

The elements of the science, engineering, and tech-
nology system in America arc:

The human resources, including mainly the working
scientists and engineers themselves, but also their
technical support and technical managers and
entrepreneurs;
The various organizational settings for the conduct of
research and development and technical education;

The substantive ideas and research methods and -trat-
egies embodied in large part in science and engineer-
ing literatures;

The physical infrastructure, including research and
teaching facilities and instrumentation with the most
advanced capabilities;
The necessary financial support for all of these ele-
ments; and
Probably the least tangible, a cultural, economic, and
legal context supportive of these efforts.

These elements and subelements, while easy to spec-
ify in principle, are difficult to describe in practice. Many
problematic research issues are involvedfor example,
choosing definitions and information-gathering methods
in terms of their costs and benefits. Even more critical are
the problems of tracking and analyzing the interactions
among the imperfectly measured elementsthe dynam-
ics of tlw system. Continuing investigation into these
questions is a sinew rum of improved indicators, and the
National Science Foundation (NSF) does provide modest
funds for external research projects in this area. (See
Program Announcement NSF 85-50.) Descriptions of
projects currently under way are available in Project Sum-
maries: FY 7986 (NSF 86-313).

About one-half of the quantitative information in this
report is generated by the national surveys and studies
conducted on a continuing basis by the Division of Sci-
ence Resources Studies (SRS). Detailed reports of these
studies are listed in the Division's Publications List:
7977-7987 (NSF 87-312).

In response to suggestions from a variety of sources,
both the substance and format of S&EI -87 have been

modified from previous editions.
The Overview section has been changed from a purely
textual exposition to a set of graphic displays of the
report's major findings, accompanied by short descrip-
tive captions and references to the more extensive
discussions in the chapters.
A new chapter, "Higher Education for Scientists and
Engineers," focuses on the education and training of
scientists and engineers and the roles played by dif-
ferent kinds of higher education institutions.
To provide more complete :overage of each major top-
ic, the international comparative aspects of each topic
have been integrated into the chapters. Significant in-
ternational comparisons are presented together in the
Overview section.
A discussion of bask research in various settings has
been added to the chapter on academic research.
The chapter containing narrative discussion of se-
lected advances in science has been discont:nued on
the grounds that these qualitative materials arm more
appropriately handled elsewhere.

ix i



Science 6' Engineering Indicators-1987 is a collective
effort, as can be seen in the following acknowledgments
and in Appendix II. Overall responsibility for the report
derives from the statutory charge to the National Science
Board (Sec. 4(j)(1) of the National Science Foundation Act
of 1950, as amended). A special committee of National
Science Board members provided oversight and guid-
ance to the staff of the Science Indicators Studies Group

x

of the Division of Science Resources Studies, who work-
ed exclusively on the report and the related research.
Other SRS members, Ps well as staff members from other
NSF Directorates, aided in manuscript preparation. Nu-
merous external expert reviewers and users helped shape
and sharpen the indicators. Overall staff responsibility
for the report was assumed by the Directorate for Scien-
tific, Technological, and International Affairs.
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Overview of U.S. Science and Technology

SYNOPSIS

By all conventional standards, U.S. research and de-
velopment (R&D) has enjoyed vigorous growth in recent
years. The two major sources of R&D fundst1-..2 Federal
Government and industryhave been driven by the
twin concerns of national security and economic compet-
itiveness to maintain a fast pace of R&D investment.

In 1986 the U.S. research and development enterprise
entered its 10th year of uninterrupted real expansion
with a healthy 5.9 percent constant-dollar increase over
1985. The basic research component of R&D also con-
tinued to expand, although at a slightly lower rate (5.4
percent between 1985 and 1986). Similar continuing
growth patterns are evident in the employment of sci-
ence and engineering (S/E) personnel in the economy,
and in R&D as a percentage of gross national product
(GNP). S/E enrollments and degrees have also shown
small upward trends althoup, as discussed below, this
may be the result of the flow of foreign citizens into S/E
fields, especially at the graduate level.

In several areas relevant to science and technology
(SIT), the U.S. can be seen as in a "holding pattern" over
the past decade. For example, in the area of technological
innovation, the number of patents granted to U.S. organ-
izations or individuals has fluctuated within a fairly nar-
row range over the period. The U.S. has also continued to
maintain both its share of world international trade in
high-technology goods and world scientific publications
in all fields with only a slight drop in these over the
decade.

2

Matters for concern appear at both the input and out-
put ends of the SIT spectrumthe condition of pre-
college science and mathematics education, and the abil-
ity of U.S. corporations to compete in world markets for
high-technology goods.

There is no evidence of an upturn in the low perform-
ance levels of U.S. schoolchildren on science and mathe-
matics achievement tests, nor in their continuing rela-
tively poor performance on such tests in comparison
with some other industrial countries. U.S. State and local
school jurisdictions have recently been investing signifi-
cant resources in this problem area, but it is apparently
too soon to see any results.

Compounding the "input issue," are the demograph-
ics of the 1990's. The shrinking of the college-age popula-
tion suggests difficulties in maintaining an adequate flow
of new science and engineering personnel unless young
peopleespecially minorities and womencan be in-
duced to increase their participation rates in college sci-
ence and engineering programs.

At the output end, in 1986 the U.S. balance of trade in
high-technology goods becamefor the first timea
negative, thus intensifying the search for measures to
improve U.S. international economic competitiveness.

The following displays summarize the major findings
delineated in the various chapters of Science& Engineering
Indiaitors--1987. Each data display is referenced to the
discussion in the appropriate chapter.

i 5
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R&D INVESTMENTS IN A WORLD CONTEXT

In the world context, the U.S. makes by far the largest
investments in R&D of any Western country. (See figure
0-1.) The U.S. spends more on R&D than the next four (Percent)

largest countries combined. Despite the difference in 4.0

Figure 0-2.

R&D expenditures as a percent of GNP, by country

FigUre 0-1.
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See appendix table 4.1 and p. 77. Science & Engineering Indlcatgs 1987

absolute size, the U.S. invests approximately the same
proportion of its GNP in R&D as do the other major
noncommunist industrialized countries. The display also
shows that in recent years, the R&D-growth rates of japan
and West Germany have been rising faster than that of
the U.S., enabling these countries to match U.S. R&D
spending as a percent of GNP. (See figure 0-2.)

The data in figure 0-2 show that in recent years other
nations have caught up with the U.S. in R&D invest-
ments. However, the nature of the investments must also
be taken into account. If only nondefense R&D is consid-
ered, West Germany and Japan have bean ahead of the
U.S. for 15 years, and their rate of civilian R&D invest-
ment as a percent of GNP has been rising faster than that
of the U.S. for the past 5 years. (See figure 0-3.)
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See appendix table 4.2 and p. 77. Science & Engineering Indicators 1987

Figure 0-3.

Non-defense R&D expenditures as a percent of GNP,

by country
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As the share of national R&D effort a country devotes
to defense-related activities increases, the share of re-
sources it devotes to business-related activities de-
creases. Figure 0-4 shows a similar pattern to figure
0-3--in West Germany and Japan, a significantly higher
proportion of national R&D investments derive from
business sources.

Continued growth is observed in U.S. R&D expen-
ditures, both in constant dollars (figure 0-5) and as a
percentage of GNP-2.76 percent in 1986, the highest
level since 1968.

In recent years, development funds have grown at a
faster rate than has support for basic or applied research.

A breakdown of Federal defense and nondefense R&D
by character of work highlights the defense development
buildup, and also the increasing growth of basic research
in Federal nondefense R&D. (See figure 0-6.)
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Figure 0-6.
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Figure 0-7.
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HUMAN RESOURCES

International Comparisons
Compared with other advanced industrial countries,

the U.S. proportion of scientists and engineers in the
labor force who are engaged in R&D has been growing
faster than Western European countries, but slower than
Japan. (See figure 0-7.) Because of the great differences
between the Soviet system and the market economies,
comparisons with Soviet data require caution.

Advanced industrial countries vary considerably in the
proportion of all first academic degrees which are in S/E
fields, as well as in the relative proportions of natural
scientists and engineers. (See figure 0-8.) Soviet and
Japanese degrees are heavily weighted towards engi-
neers, while in the United Kingdom natural science de-
grees outnumber engineering degrees.

Figure 0-8.

First university degrees by field and country
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S/E Employment in the U.S.

The employment of scientists and engineers continues
to grow as a percentage of the total U.S. labor force. (See
table 0-1.)

Scientists and engineers have grown more rapidly than
several other aspects of the economysuch as total em-
ployment and GNP. (See figure 0-9.)

There are about 10 percent more employed engineers
than scientists in the S/E labor force; S/E distribution by
field is shown in figure 0-10.

Table'07.1.:Eniployed sSientists,and-lagineers as a
.0**t:0401111."0. employment

,
,

Percent
Ays. .;
1978 .

2.4
2.5

1060 2.6
1982, 2.9
104 3.3
1986 3.6

'50UACES:-13asedOn'Nation.als.Science Foundation, U.S, Scientists and
EnginearaF1984; Scenario fiayiort of the President 1987,pp. 282; National
ScieiiceFoyndatiOri;DiviSion of:Science %Sour:cis Studies; unpublished
data.

'See appendiktable 3-2 and p.:53.
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Figure 0.9.
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Figure 0-10.

Scientists and engineers employed in S/E Jobs
and in non-S/E jobs, by field: 1986
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S/E relative growth rates are shown in figure 0-11. The
most remarkable recent trend has been the rapid growth
of computer specialists at all levels of education.
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Figure 0-11.

EMployed'sci*ntists and engineers, average
annual growth, by, field: 1976 'to 1986
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Women and Minorities in S/E
Employment of women and minorities has increased

rapidly, but they continue to he underrepresented in
science and engineering. Women constituted less than 4
percent of all engineers and nearly 25 percent of em-
ployed scientists. They were more heavily represented in
some fields than others. (See figure 0-12.)
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Figure 0-12.

Women as percent of total employed scientists
and engineers,in S/E fields:, 1986
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The S/E fields enjoying the -host rapid increases in
employment of women are shown in figure 0-13. Again,
computer specialists show remarkable growth.

S/E total
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(Percent)

0 5 10 15 20 25
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Blacks and Hispanics remain underrepresented in S/E
jobs, although blacks made significant gains over the
decade. (See figure 0-14.) Recent data on enrollment of
U.S. blacks and Hispanics in graduate S/E degree pro-
grams show level or declining participation (see chapter
2, "Higher Education for Scientists and Engineers,"
p. 43), suggesting slow future growth in minority S/E
er.iployment.

Asian-Americans have increased their share of S/E jobs
from 5 percent to 6 percent; thi, is far greater than their
distribution in the population.

Figure 0-14

Employment of minority scientists and
engineers as a percentage of total employment
of scientists and engineers

Black Asian

See appendix tables 3.21 and pp. 63, 91.

Native American Hispanic
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Precollege Education
In a series of international comparative studies, U.S.

college preparatory mathematics students scored lower
on achievement tests than diti their counterparts in most
of the countries studied. (See figure 0-15.)

Since 1969, the National Asst.ssment of Educational
Progress studies have tracked the achievement of na-
tional samples of 9-, 13-, and 17 -year -olds on mathe-
matics and science tests. Between 1969 and 1977 perform-
ance on these tests declined among all age groups, but
since 1977 there have been no statistically significant
changes in the scores for the whole population of
children.

Figure 0-15.

Achievement in functions and calculus of the

top 1% and 5% of 12th grade students,
by country: 1981/82
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Recently, however, some interesting shifts have oc-
curred among specific groups. Between 1981 and 1986,
black children of all ages registered significant test score
gains in both science and mathematics. In the 1985/6 test,
black 13-year-olds outscored Hispanic 13-year-olds for
the first time in both subject matters. (See figures 0-16
and 0-17.)

Figure 0-16.
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Further, 17-year-olds from all ethnic groups showed
small overall gains in both science and mathematics
scores. The improvements in mathematics are believed to
be related to increased enrollments in intermediate and
advanced mathematics courses.



Figure 107.
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Higher Education

Increases of 5 to 6 percentage points in the college-
going rates for U.S. 18- to 21-year-olds are observable
over the past 5 years. These increases in the college-going
rates of some groupsespecially womenhave kept
total enrollments on the undergraduate level sufficiently
high to compensate for the declining size of the 18-year-
old population which began in 1979. (See figure 0-18.)

The past decade's rapid growth of engineering and
computer science students has ended. From 1982-86,
there was a dramatic decline in computer science as a
freshman major and a smaller decline in engineering.
(See figure 0-19.)

Parallel declines are seen in freshman choices of these
areas as probable future occupations.

Figure 0-18.

College-going rates of 18-21 year olds, by selected
race and gender
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Sit:, degrees at all levels increased Iron 1482-8.1: bach-
elor's degrees increased by h percent, master's by -1 per-
cent, and doctorates by nearly 8 percent. (See table 0-2.)

Engineering, mathematics, and computer science con-
tributed the greatest increases at the bachylor's and mas-
ter's degree levels, with other sciences registering either
declines or no growth. Doctoral degrees increased in all
fields, led by engineering and computer science.

Table 0-2. Science and engineering degrees,
by level and field

Degree level and field 1982 121 1984 1985 1986

Total S/E bachelor's 302,118 307,225 314,666 321,739 NA

Physical sciences 24,372 23,497 23,759 23,847 NA

Engineering 67,791 72,954 76,531 77,871 NA

Mathematics 11,708 12,557 13,342 15,267 NA

Computer sciences 20,431 24,678 32,435 39,121 NA

Life sciences 65,041 63,237 59,613 57,812 NA

Psychology 41,539 40,825 40,375 40,237 NA

Social sciences 71,236 69,477 68,611 67,574 NA

Total S/E master's 57,025 58,868 59,569 61,278 NA

Physical sciences 5,526 5,288 5,568 5,802 NA

Engineering 18,594 19,721 20,352 21,206 NA

Mathematics 2,731 2,839 2,749 2,888 NA

Computer sciences 4,935 5,321 6,190 7,101 NA

Life sciences 9,824 9,720 9,330 8,757 NA

Psychology 7,849 8,439 8,073 8,481 NA

Social sciences 7,566 7,540 7,307 7,043 NA

Total S/E doctor's . 17,626 17,932 18,069 18,261 18,792

Physical sciences 3,351 3,439 3,459 3,534 3,679

Engineering 2,646 2,781 2,913 3,167 3,376

Mathematics 720 701 698 688 730

Computer sciences 220 286 295 311 399

Life sciences 4,841 4,749 4,869 4,882 4,790

Psychology 3,158 3,309 3,230 3,072 3,071

Social sciences 2,690 2,666 2,608 2,608 2,747

SOURCE: National Science Foundation, Science & Engineering Education Sec-
tor Studies Group, unpublished data

See figure 2.3, appendix tables 2-9 and 2-10 and pp. 44.45,

Science & Engineering Indicators-1987



ewer the past decade, foreign students ha% e increased
significantly in all 5/F fields as a proportion of all gradu-
ate students enrolled in U.S. doctoral - granting institu-
tions. (See figure 0-2(t.) The trend is strongest in the
mathematical, physical, and computer suent.es.

Graduate degrees granted to foreign citizens have also
increased, in I')$4, for example, 52 percent of all U.S.
engineering Ph.D.'s were awarded to foreign citizens.
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Figure 0-20.

Foreign students as a percent of full-time
graduate enrollment, by field of study
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KNOWLEDGE CREATION AND APPLICATION

The relative strength of U.S. ba,ik and applied research
is indicated by the share of articles 1. ripen by U.S. au-
!hors in the %yorld's leading sx: journals. Oyer the past
decade, the L' S has more or less maintained this share,
with sonic decreases in biolog and mathematics. (See
table 0-3.)

The data in figure 0-21 suggest the increasing rele-
vance of foreign scientific work to U.S. science and engi-
neering research. Between 1974 and I')$4, there were
significant increases across all S/1: fields in the percentage
of all references in U.S.-authored articles to non-U.S.
articles.

Since 197c, U.S. inventors have been granted around
40,000 patents a ,rear. U.S. patents granted to foreign
inventors, however, increased by one-third during the
same period. (See figure 0-22.) Japanese inventors were
by far the most active in increasing their U.S. patenting.

Table 0-3. U.S. share of world scientific and
technical articles' by field

Field' 1973 1981* 1984'

Percent
All fields 38 35 35
Clinical medicine 43 40 41
Biomedicine 39 39 39
Biology 46 38 37
Chemistry 23 20 21
Physics 33 28 27
Earth and space sciences 47 42 41
Engineering and technology 42 41 40
Mathematics 48 38 37

Based on the articles. notes, and reviews in over 2,100 of the influentuat
Journals carried on the Science Citation Index Corporate Tapes of the
Institute for Scientific Information,

See appendix table 5.27 for the subfields included in these lieldS.
3 Uses over 3,500 of the influential Journals carried on the 1981 Science
Citation Index Corporate Tapes of the Institute for Scientific Information.
See appendix table 5.26 and p. 99.

Science & Engineering Indicators-1987
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RIESEARCI

The distribution of performance t basic and applied
research and dewlopment among the institutional sec.
tors in the U.S. varies great1t. (See figure 0-21.) Meas-
ured in doklars, the academic sector perlorms slightly less
than one-ball of all basic research, Atoll: 10 percent of all
applied research, and less than I percent of develop-
ment. Industry is the mirror image of academia, perform-
ing fou. -fifths of all do elopment work, more than three
fifths of apilied research, and about one -fifth of all basic
research. The sector encompassing the Federal Govern-
ment (including Federally funded R&D centers) and
other performers accounted for about one-third of all
basic research, a little more than one-third of all applied
research, and about one-sixth of all development
activities.

Academic R&D has grown significantlt over the past
decade--59 percent between 197( ,nd I98(, in constant
dollars. (See figure 0-2-1.) While 0, overall pattern of
academic rest-arch has not changed markedly, there have
been some significant shifts among fields. Engineering
research has increased its share of the total by about 3
percent, and the broad group of physical sciences has
claimed an additional 2 percent over the decade. The life
sciences lost a I-percent share, while the biggest losses of
total share were in tarred k the social and psychological
sciences and other sciences, vhich dropped by .1 percent.

Figure 0-23.
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Figure 0-24.

Expenditures for academic research and
development, by field
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The Nation is currently experiencing an upsurge of
capital spending for academic science and engineering,
although the overall constant-dollar expenditures in re-
cent years remain less than One-half their 1968 peak
levels. (See figure 0-25.)

Federal sources have continued to decline as a percent-
age of total capital expenditures for academic S/E, provid-
ing 11 percent of the total in 1985their lowest percent-
age in more than 2 decades.

According to a 1986 survey of doctorate-granting re-
search universities, the bulk of support for new S/E cap-
ital construction in progress is coming from non-Federal
Sources such as State Governments (40 percent), funds
from tax-exempt bonds (30 percent), and private dona-
tions or endowments (14 percent).

14

Current fund expenditures for research equipment at
universities and colleges increased by 80 percent be-
tween 1980 and 1985. (See figure 0-25.) Funds from all
sources grew at approximately the same rate, butun-
like the pattern for facilities spendingnearly two-thirds
of the equipment funds came from Federal Government
agencies.

Figure 0-25.

Plant and equipment expenditures in academic S/E,
by source of funds
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S/T IN THE MARKETPLACE

U.S. High-Technology Performance in International
Markets

Figure 0-26 depicts the trend in the U.S. trade balance
in high-technology and other manufactured product
groups. U.S. trade in high-technology goods has main-
tained a positivethough decliningtrade balance dur-
ing the past 15 years. In 1986, for the first time, the U.S.
balance of trade in high-technology goods dipped into
the negative. Other manufactured goods have had a
negative and still declining balance of trade.

Figure 0-26.

U.S. trade balance' in high-technology and
other manufactured product groups
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I e importance of t, trigs markets to a ntunber
high-technology industries is shown in figure 0-27. In
several product fields, more than one-quarter of total
shipments is evorted.
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S/T in U.S. Industry
In 1986, U.S. industry supplied 50 percent of the coun-

try's R&D funds, and performed 73 percent of the total
R&D. As figure 0-28 shows, industry's funding of its
own R&D activities has been rising at a faster rate than
Federal funding for industrial R&D for almost a decade. $60
As figure 0-29 dramatically illustrates, most of this in-
crease has been occurring in the high-technology man-
ufacturing industries.

In the U.S., large corporations perform the bulk of
industrial R&D, and manufacture most of the high-tech-
nology products. Small high-technology businesses,
however, introduce a disproportionate amount of new
high-technology products, especially in relation to their
R&D expenditures. (See figure 0-30.)

Figure 0-29.

R&D expenditures, by industry group
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Figure 0-28.
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Figure 0-30.

New products introduced in 1985,
per million dollars of R&D
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One of the most striking changes in R&D funding
patterns in the past decade has been industry's support of
university research. Figure 0-31 shows that this trend is
continuing apace, although it only Just exceeds 5 percent
of university R&D.

Figure 0-31.

Industry expenditures for R&D in
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The increasing intensity of the university-mdustry re-
search relationship is reflected in the increases in
coauthorship of scientific articles by industry and univer-
sity scientists over the past decade. (See figure 0-32.)

Figure 0-32.

Portion of all journal publications' written
with industry participation that are
co-authored with universities
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PUBLIC ATTITUDES TOWARD SCIENCE AND
TECHNOLOGY

In 1981, the first major international comparative study
of public attitudes towards science and technology was
conducted. The study's results, which have recently be-
come available, show that by a significant margin, the
U.S. public held the most optimistic view of the long-run
contributions of science to society. (See figure 0-33.)

Allowing for inevitable sampling and translation varia-
tions in the national surveys, the data show that the
English-speaking countriesheaded by the U.S.tend
to be more sanguine about science (between two-fifths to
more than one-half are positive) than are the continental
European countries, which range around one-third
positive. The exceptional positions of Japan and The
Netherlands remain unexplained at this point.

The data also show that Western democracies closely
resemble each other in the proportion of their popula-
tions which believes that in the long run, science is
harmful to mankindaround 20 percent.

Historical experience from U.S. surveys shows that
very general attitudes such as the one displayed here do
not change very quickly over time. As comparative stud-
ies in this field develop, they can be expected to reveal
interesting and important relationships between national
public attitudes and public policies toward SIT.
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Figure 0-33.

Public perceptions of benefits and barns from
scientific advance in selected countries: 1981-83
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Precollege Science and Mathematics Education

HIGHLIGHTS

Movements foreducational reform are abundant. Each of 50
State Governments has launched measures aimed at
improving teacher supply or quality, enhancing
course-taking in science and mathematics, or other
similar policies to upgrade student performance. (See
pp. 29-32.)

The pmblein solving ability of elementary and secondary
students in science and mathematics remains at low levels.
Scores on the latest national assessment of mathe-
matics show that students' problem solving/reasoning
ability has declined, while their ability to solve prob-
lems requiring routine computation and rote memory
has increased. (See p. 21.)

Although blacks and Hispanics scored well below their white
counterparts in all assessments and in all age groups,
the most pervasive gains were by black students. By
1987, black 13-year-olds surpassed Hispanics in mathe-
matics achievement. (See p. 21.)

American students perform relatively poorly in international
assessments of science and mathematics. Even our best
mathematics students have the lowest achievement
scores of any country for which comparable data are
available. (See p. 24.)

Throughout our Nation's history, we have placed a
high priority on establishing educational policies to en-
sure an informed and educated citizenry. For example,
the importance of advanced technical education to the
economy was recognized more than 100 years ago with
the enactment of the Land Grant College system.

After the Second World War, the new U.S. role in
international defense placed additional strong demands
on science and engineering (S/E) education. Further
spurred by the Soviet launch of Sputnik, the Federal
Government helped stimulate the expansion ot the SL
workforce by supporting academic SE education.

More recently, policymakers have become concerned
regarding America's competitn e position in the world
economy. It is becoming increasingly evident that
strength in science and technology is precondition for
economic competitiveness. Consequently, there is a na-
tional need (or careful nurturing of scientific, mathe-
matical, and engineering education at all levels.

Since the early 1980's, copious national reports have
been released on various aspects of education in the U.S.
Most have concluded that there are serious problems in
our precollege science and mathematics education.

20

It is doubtful if there is an adequate supply of teachers. The
grandchildren of the post-war "baby boom" are now
entering school and, as a result, enrollment in elemen-
tary school is on the upswing. Teacher supply is down,
especially among young college-educated women and
minorities, and many teachers are approaching retire-
ment age. (See pp. 27-29.)

Teacher preparation and qualifications reveal serious Made-
quacks. Only one in three elementary science teachers
has had a college chemistry course and only one in five
a college physics course. (See pp. 25-27.)

More than one-half of all secondary school science teachers
has never had a college course in compute, science and
almost one-half has had no college calculus. (See
pp. 25-27.)

Gender and race continue to be negatively correlated With
school per in science and mathematics. Girls gener-
ally take less course work in mathematics and physical
science than boys, although they equal boys in time
spent in classroom biology. Enrollment of minorities
(except for Asians) is much lower in science and mathe-
matics than enrollment of whites. (See pp. 21-24.)

Among the most prominent problems identified in these
reports are:

Academic performance is inadequate.
There is great disparity in AIR-cement among eth-

nic groups and between boys and girls; and
U.S. high school students overall are less skilled in

science and mathematics than some of our interna-
tional competitors, especially the Japanese.

The teaching force is inadequate.
The proportion of no.icertificd teachers in certain
fields of science and mathematics is relati% el% high,
and
The supply of new science and mathematic s teat hers
has diminished and the number of graduates enter-
ing the teaching profession has also declined.

The curriculum is inadequate.
Many students are "turned oft" because ot the rou-
tine nature of the subject matter, and
Rote skills rather than "highei tit del" anal% tit skills
are taught.

Each of these problems is examined in the following
sections of this chapter.



I

STUDENT ACHIEVEMENT AND PARTICIPATION

In the 1985/6 academic year, the National Assessment
of Educational Progress (NAEP) again tested national
samples of 9-, 13-, and 17-year-olds in mathematics, sci-
ence, andfor the first timecomputer competence.
These test results permitted examination of trends in
mathematics since the 1977/8 academic year' and trends
in science scores since 1976/7.

Mathematics Achievement
Overall, there have been no statistically significant

trends in the mathematics scores for the total sample
since 1978. There have, however, been some significant
changes from one assessment to the next, especially
when subpopulations are examined. For example, the
trend for the 13-year-olds turned downward in the most
recent assessment (see figure 0-16 in Overview), and that
for male 9-year-olds swung upwards. (See appendix ta-
ble 1-1.)

The most pervasive gains in mathematics achievement
were displayed by black students, who gainedwithout
exceptionfrom 1978 to 1986. The 13-year-old blacks
increased from 48 percent correct to 57 percent correct
and in so doing surpassed the Hispanics in 1985/6. The
13-year-old Hispanics dropped significantly in the latest
period, perhaps because of a substantial increase in their
number andwith the increasea likely increase in the
number whose best language is other than English.

Analysis of subgroups of the mathematics items shows
that those items designed to measure higher-level ap-
plications (problem solving/reasoning), routine applica-
tions, and understanding/comprehension tended to dis-
play downward trends; on the other hand, items reflect-
ing skill (routine manipulation) and knowledge (mostly
memory) and items measuring skill in using a calculator
tended to display upward trends. These results suggest
that teachers have responded to the demand for better
performance by requiring more practice on routine com-
putations and rote memory.

Biographical information provided by NAEP subjects
indicates that the precollege student population changed
from 1982 to 1986 in mr,ny ways, some of which may have
had important implications for math and science educa-
tion. At all three age levels, a smaller proportion of the
sample subjects reported that their parents had only a
high school education and a larger proportion reported
they were college graduates. The 17-year-olds reported
an increase in television watching (the 9- and 13-year-
olds were not asked). The number watching TV 3 or more
hours a day increased from 27 percent in 1978 to 36
percent in 1982 and 56 percent in 1986. This increase may
have impaired achievement: "hours of watching" is nega-
tively correlated with achievement. However, "time
spent on homework" also increased, the percentage re-
porting 1 or more hours increased from 29 percent to 37

'Although a national assessment of suente was LonduLted in 190,7U
and in mathematics in 19723, .or teLlmital reasons these results are nut
comparable with data for later years.
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percent to 66 percent. This increase in homework may
have counteracted the negative effect of television watch-
ing. Perhaps of more importance as far as the math
achievement of 17-year-olds is concerned, the 1985/6 sub-
jects reported a small increase in enrollments in inter-
mediate and advanced mathematics (from 57 percent to
61 percent in geometry, algebra II, and calculus) and a
small decline in the percentage who reached only pre-
algebra or algebra I (from 40 percent to 37 percent). The
increased mathematics enrollments coincided with the
increase in achievement for 17-year-olds.

Changes in enrollment were especially evident for
black students, whose enrollment in pre-algebra and
algebra I increased slightly from 1978 to 1982 (50 percent
to 54 percent) and then fell from 1982 to 1986 (54 percent
to 45 percent). Further, the percentage reaching geome-
try, algebra II, or calculus dropped slightly in the first
period (from 42 percent to 41 percent) and then increased
substantially in the second (from 41 percent to 48 per-
cent). These overall gains in mathematics enrollments
may well explain gains in achievement by blacks.

Science Achievement
The national results for science achievement in general

parallel those of mathematics except that the 13-year-olds
did not display a downswing from 1982 to 1986. (See
figure 0-17 in Overview and appendix table 1-2.) Both
males and females gained, as m former assessments, the
females had higher means at 9 years (with the exception
of 197617) and the males had higher means at the 13- and
17-year levels: The difference between males and
females converged slightly from 1982 to 1986 (by 0.3
percentage points for the 13-year-olds and 0.6 percentage
points for the 17-year-olds).

White, black, and Hispanic students each gained ex-
cept for 13-year-old Hispanics who declined slightly in
science achievement from 1982 to 1986. Both blacks and
Hispanics continued to perform appreciably less well
than whites although the gap between blacks and whites
decreased slightly, by 2 percentage points at each age
level.

Computer Competence
In a new effort, the computer competence of 9-, 13-,

and 17 -yeas -olds was assessed in 1986. Computer compe-
tence was defined as general know ledge of computers
and understanding of the concepts behind computer
operation, familiarity with computer applications, and
programming ability. The NAEP staff concluded that
overall computer competence in primary and secondary
schools was "markedly lower than expected or desired,"
that "students with the greatest proficiency are those
who have most exposure to computers at horric and at
school," and that students IA ho come from families with

2Nme-year-olds were not tested for science content in the 1982 sur-
vey. The data for 1982 shown here are based on achievemeP of 9 -year-
olds un inquiry and st. icme-tedinulugy and suutt items in 1982,
weighted in proportion to the nunibt.r ut items Ull lath Stall', .1b a proxy
for what achievement on content items might have been.



"high socioeconomic status are also among the best
achievers." At all levels, males had somewhat higher
scores than did females; white students outperformed
both black and Hispanic students.

Students Intending to Major in S/E Subjects
Students who intend to major in science or engineer-

ing generally score much higher on Scholastic Aptitude
Tests (SAT's) both on the math and verbal portions
than do all students taking these tests. During 1975-86,
however, SAT scores for students planning an S/E major
declined. (See appendix tables 1-3 and 1-4.) This approx-

imately paralleled the declines for the total SAT popula-
tion. Mean SAT quantitative scores for students intend-
ing to major in S/E disciplines declined from 520 in 1975
to 507 in 1981, then rose to 513 in 1986. SAT verbal scores
for the same group were 464 in 1975, 444 in 1983, and 450
in 1986. As was the case in NAEP studies, males scored
higher than females: in 1986, white males scored 546 on
the SAT quantitative test compared with 496 for white
females. Black males averaged 417 compared with 382 for
black females.

For students intending to major in science and engi-
neering, the highest SAT quantitative scores were for
students intending to major in physical sciences (598),

Figure 1-1.

Average SAT scores for college-bound seniors, by ethnic group
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followed by mathematics and statistics majors (593). Sim-
ilarly, students intending to major in physical sciences
scored highest (526) on the SAT verbal test.

College-Bound Seniors
Although most minority groups traditionally score

much lower than do whites, the verbal and quantitative
SAT score averages of college-bound minorities have
risen since the late 1970's, especially for black, Mexican-
American, and Puerto Rican students. Moreover, Asian-
American students score higher than do whites on the
SAT quantitative test; while this is not paralleled by their
SAT verbal results, Asian-Americans do score higher on
the verbal test than do the other three minority groups.
(See figure 1-1.)

The chief reason most minority groups score relatively
low on the SAT quantitative tests is that enrollment in
high school mathematics courses varies considerably by
ethnic group, with that of Asian students being signifi-
cantly higher than enrollment by other minority groups.
(See figure 1-2.)

Several explanations for the Asian-American perform-
ance pattern have been suggested, including the fact that
most foreign-born Asian-Americans in S/E occupations
come from the more affluent chsses in their countries
and may have experienced more favorable educational
and social opportunities than their American-born coun-
terparts. Additional suggested explanations include
cultural differences in the Asian-American home, an En-
glish language difficulty which leads students to seek
academic fulfillment in subjects based on the universal
language of mathematics, and positive role models in the
Asian-American community.' It has been noted too that
Asian-American mothers have an unusually high level of
education. Finally, it has also been suggested that rela-
tively high quantitative ability differs by generation after
immigration to the U.S., since American-born Asian-
Americans of second, third, and fourth generations are
underrepresented in S/E.'

Math disadvantage for black students begins in ele-
mentary school and continues into high school where
students select courses in one of three basic curricula:
academic, general, and vocational. White students are
overrepresented in the academic curriculum, while black
and Hispanic students are overrepresented in both the
general and vocational curricula, which require only
lower-level mathematics classes. Even in the academic
curriculum, however, where students are likely to enroll
in advanced mathematics courses, 79 percent of the white
high school students participated in advanced mathe-
matics courses in 1982 compared to only 55 percent and
54 percent, respectively, of the black and Hispanic
students.'

College-bound men and women differ in SAT verbal
test scores only by about 12 points. (See figure 1-3.)There

'Vetter (1986), p. 16.
'Statements by D. Robert Suzuhl before the U S Congress, I loom.

Committee on Science: and Technology, U S Congress (1982), p 12
'Davis (1986), pp. 26-30
^lbitl., p. 26.
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is, however, a 47-point difference between women's and
men's SAT quantitative scores, a difference which has
existed for at least 15 years. While this wide gap does not
seem attributable only to the relatively small difference in
mathematics course enrollment (see figure 1-4), no other
satisfactory explanation has yet been advanced. Girls do
take less course work in mathematics and physical sci-
ences, but they slightly surpass boys in the amount of
time spent in biology classes.



International Comparisons of Achievement Test
Figure 1-3. Results
Average SAT scores for college-bound seniors,
by gender
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Figure 1-4.

Average number of years of study for college-bound
students by gender: 1985
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U.S. students do not do well on science and mathe-
matics achievement tests when compared with other
countries studied. For example, an international survey
conducted in 1981-82 compared the achievement in func-
tions and calculus of the top 1 percent and 5 percent of
12th-grade college preparatory mathematics students in
13 countries. (See figure 0-15 in Overview and appendix
table 1-6.) The most able Japanese mathematics students
attained higher scores than their counterparts in other
countries in both subjects. Perhaps more significantly,
the average Japanese student achieved higher scores in
functions and calculus than the top 5 percent of the U.S.
students in college preparatory mathematics. Addi-
tionally, the most able (top 1 percent) U.S. students
scored the lowest of all 13 countries in algebra and were
among the lowest in calculus: The algebra achievement
of the U.S. top 5 percent group was lower than that of any
other country except Israel.

For students in the eighth grade, five content areas
were tested: arithmetic, algebra, geometry, statistics, and
measurement. The U.S. scored at or near the interna-
tional average for three of these topics: arithmetic, al-
gebra, and statistics. On the remaining two topics, the
U.S. scores were among the lowest one-quarter of the
countries.'

Top Mathematics Test Scorers

Of high school seniors who scored above the 90th
percentile on the SAT quantitative examination in 1986,
about 44 percent intend to study science or engineering
in college. (See appendix table 1-7.) More than one-half of
the males who score in the 90th percentile plan to study
science or engineering (see figure 1-5), while only about
one-third of the high-scoring females are interested in
S/E as a college major.

Over the last decade, top test scorers have exhibited an
overall declining interest in majoring in mathematics and
science and an increasing interest in an engineering ma-
jor. (See figure 1-6.) Even though the percent of high-
scoring students interested in a business major has in-
creased between 1984-86 from 18 to 21 percent, this in-
crease does not fully explain the declining interest in
mathematics and science. Pre-med is also declining as are
many smaller fields (not shown on the graph), such as
other health fields and the humanities.

In the past few years, increasing numbers of examinees
have indicated that they are undecided about their major
field. There does not seem to be any one field drawing
students away from mathematics and science, although
undoubtedly business and engineering have attracted
more high-scoring students in the past 2 years than they
did previously.

International Assouation for the Lvaluation of Edttt atton Achieve-
ment (1987), p. 26.

p. 21.

a



Figure 1-5.

Major field selections of high school seniors scoring
above the 90th percentile on SAT math
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Trends over the past 10 years in the 90th percentile
cutoffs look encouraging for the population as a whole
and for each of the race/gender subgroups. (See appendix
table 1-8.) SAT math scores for the top 10 percent rose
from 623 to 642 in the last 5 years. The increase in minor-
ities' scores is especially impressive. For instance, since
1979, the 90th percentile mathematics scores for both
black males and females have increased 27 points.

Expected Majors of College Freshmen
A useful indicator of interest and secondary school

participation in science and mathematics courses is the
stated expected majors of freshman college students.
These data are collected early in the freshman year, often
during orientation programs, and therefore are likely to
reflect precollege expectations and interests.

The percentages of women student', who anticipate
that they will choose a science, engineering, or mathe-
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Figure 1-6.

Major field selections of examinees scoring above the
90th percentile on the SAT mathematics examination

(Percent choosing each field)

50

45

40

35

30

25

20

15

10

5

0

Science & Math

Engineering .00 ''
00,

717"1" id"

Business

Premedicine
MI ...ft

.....
lit tad611

Prelaw
wow I. ammo Own I. I

1977 78 79

See appendix table 1.7

80 81 82

Test year

83 84 85 86

Science & Engineering Indicatois 1987

mattes major have not changed substantively over the
1975-85 period, ranging from IS to 20 percent. (See figure
1-7 and appendix table 1-9.) In contrast, men students
have been reporting an increasing likelihood that they
will opt for these majorsup from about 30 percent in
1975 to a high of 38 percent in 1983, but declining to 34
percent in 1985.

After a peak in 1977, there has been a long-term decline
in the number of high school graduates. Therefore, the
actual number of bachelor's degree students from whom
graduate scientific and technical careers might be ex-
pected may also decline unless more interest can be
generated among precollege students.

TEACHER CHARACTERISTICS

Characteristics of the Nation's precollege teaching
force reveal several causes for concern. For example,
teaching recruits historically have been drawn from
among the least able college graduates. Furthermore, the
standardized test scores of these teacher candidates de-
clined throughout the 1970's." Although a number of
academically talented people pursue careers in teaching
and teacher education, these remain underrepresented
in the field. As a result, teacher education tends to be
relatively easy and nonchallenging."'

'Sykes (19(s3). Set Aso Ndtruithrl St rk fill' t NO, 11. 136

i'Lmier (1984).



Figure 1-7.

Percent of freshmen at all U.S. institutions of higher
education whose probable major field will be science
or engineering
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In 1985-86, two national reports were issued focusing
on the training and employment conditions of K-12 teach-
ers. One of these studies, sponsored by the Carnegie
Corporation," targeted the enhancement of K-12 teach-
ing as a profession. Recommendations included tough-
ening certification standards, increasing salaries, and im-
proving working conditions. Other recommendations
were to develop "lead teachers," eliminate undergradu-
ate programs in teacher education, develop new gradu-
ate-school programs leading to master's degrees in teach-
ing, create a National Board for Professional Teaching
Standards, restructure K-12 schools to allow teachers
greater discretion in achieving State and local goals, in-
crease teacher accountability for student performance,
and increase efforts to recruit minority teachers.

A second report (prepared by the so-called Holmes
Groupthe deans of schools of education at research
universities) concentrated on teacher education. Some of
its recommendations coincide with those made by the
Carnegie study: increase teaching professionalism, in-
crease salaries, abolish the undergraduate education de-
gree, and place more emphasis on graduate education for
prospective teachers.

As both studies indicate, the relatively low salary of-
fered teachers creates a serious problem: it is, in fact, one
of the primary reasons that the teaching profession at the
precollege level has not been able to attract and retain
more academically able professionals. Although teacher

"Task Force on Teaching as a Profession (1986).
"National Commission for Excellence in Teacher Education (1911.
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salaries have begun to rise after a general decline during
the 1970's, they typically have been lower than those for
most other fields requiring a bachelor's degree. (See ap-
pendix table 1-10.)

An important shift recently has occurred in the social
makeup of science and mathematics teachers. Tradi-
tionally, most elementary teachers have been female and
the proportion of male teachers has increased with grade
level. Since 1977, however, there has been an overall
decrease in the proportion of male science and mathe-
matics teachers. For instance, in 1977, more than two-
thirds of mathematics teachers in grades 10-12 were male;
in 1985/6, this proportion fell to a little more than 50
percent. (See appendix table 1-11.) It is not yet clear what
the implications of this shift will be on the quality of
science and mathematics teaching and on opportunities
for student "role modeling."

Thachers' racial and ethnic makeup may also be signifi-
cant in providing role models for minority students. The
proportion of minorities who taugi,t science and mathe-
matics in 1985/6 was generally low, particularly in middle
school and senior high school. Specifically, only 1 i ercent
of grade 10-12 science and mathmatics teachers were
Hispanic and from 3 to 6 percent were black. (See appen-
dix table 1-12.)

Courses Taken by Science and Mathematics Teachers
A profession's quality can be indicated by comparing

standards established by professional groups to creden-
tials attained by practicing members of the profession.
The National Science Teachers Association (NSTA) has
recommended that elementary science teachers have at
least one college course in the biological sciences, one
course in the physical sciences, and one course in the
earth/space sciences. About 33 percent of the K-3 science
teachers and 40 percent of 4-6 teachers meet that stan-
dard." While about 85 percent of elementary school
teachers have taken at least one college course in the
biological sciences, only about one in three has had a
chemistry course and only one in five has has a physics
course. (Sec appendix table 1-13.)

NSTA also recommends that junior high school science
teachers have at least 36 credit hours in science, and
senior high school teachers have at least 50 credit hours.
Assuming that each science course averages 3.5 credit
hours, more than 65 percent of 7-9 science teachers and
more than 80 percent of 10-12 science teachers meet or
exceed that standard; 40 percent of 7-9 science teachers
and almost 60 percent of 10-12 science teachers meet or
exceed the 50 credit hour standard. (See figure 1-8.)

Nearly all of the 7-9 science teachers (97 percent) and
the 10-12 teachers (93 percent) have taken a college
course in biology. Almost one-half of 7-9 science teachers
and two-thirds of 10-12 teachers have taken eight or more
life science courses. (See appendix table 1-14.) Similarly,
while large proportions of 7-9 science teachers (76 per-

"Data in this subsection are from the 1985/6 National Survey of Sci-
ence and Mathematics Education conducted for NSF by the Research
Triangle Institute.



1 Figure 1-8.

Sciences courses completed by secondary
science teachers: 1985
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cent) and 10.12 teachers (73 percent) have had at least one
college-level course in the earthIspace sciences, only 12
percent of the former and 6 percent of the latter have had
eight or more courses in these areas. More than one-half
of all secondary science teachers have never had a college
course in computer science, almost one-hale have had no
college calculus.

In most of the fields of science and mathematics, sir
able proportions of the teachers have taken one or more
courses in specialized subfields over and above the gen
eral introductory course in the field. (See appendix table
1-15.) The exception is physics, where substantially fewer
teachers have been exposed to specialized courses.

While 90 percent of K-6 mathematics teachers have had
a mathematics course specifically for elementary school
teachers, only 20 percent have had a course in geometry
for teachers, 25 percent a course in probability and statis-
tics, and 10 percent a college calculus course. (See appen-
dix table 1-16.)

The National Council oe teachers of Mathematics
(NON) recommends that junior high school mathe-
matics teachers complete one calculus course, one com-
puter science course, and one or more courses in teach-
ing mathematics. Sixty-nine percent of grade 7-9 mathe-
matics teachers meet or exceed the calculus recommenda-
tion, 60 percent have had a course in computer science,
and 84 percent have had one or more courses in methods
of teaching mathematics. (See appendix table 1-17 ) At
the 10-12 level, two-thirds (66 percent) of the teachers
have had at least three calculus courses as suggested by
NON, three-fourths have had a college course in com-
puter science, but only 55 percent have had two or more
courses on teaching methods. While two-thirds of 7-9
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mathematics teachers and four-fifths of 10-12 teachers
have had a college-level geometry course, and nearly
an equal proportion have had a course in probability
and statistics, fewer than 40 percent of each group has
had a course in the applications of mathematics 'Ind only
about one-third has had a course in the Iastory of
mathematics."

Teachers' Perceptions of Their Qualifi ilions to Teach
Elementary school teachers feel less well qualified to

teach science than any other subject. This perception
remained about the same between 1977 and 1985/6. In
1977, most elementary teachers indicated that they felt
very well qualified to teach reading (63 percent); corre-
sponding figures were 49 percent for mathematics, 39
percent for social sciences, but only 22 percent for sci-
ence. (See table 1-1.) By 1985/6, teachers' confidence in
their ability to teach mathematics, social studies, and
reading had increased, but remained at about the same
low level for the sciences. Science subjects were the only
ones in which more than 4 percent of the teachers sur-
veyed indicated that they felt "not very well qualified."
When asked to name a specific science topic that they
would find difficult to teach, teachers most commonly
listed physics, chemistry, and -2o a lesser extent earth/
space sciences topics.

At the secondary level, 13 percent of all science teach-
ers felt in 1977 that they were inadequately qualified to
teach science. By 1985/6, only 7 percent of secondary
science teachers felt inadequately qualified. (See appen-
dix table 1-18.)

One way to help remedy these feelings of inade
quacyand help teachers keep up w ith changes in their
fieldsis to provide opportunities for continuing (in-
service) education. Tile survey data show, however, that
between one- and two-fifths (depending on the grade
level they teach) of science and mathematics teachers
have not taken a course for college credit in their subject
for the last 10 years. Moreover, while many teachers have
participated in professional meetings, workshops, and
conferences related to science or mathematics teaching,
the amount of time devoted to in-sen. ice education ac-
tivities was typically/ less than 6 hours during the year
prior to the survey. (See appendix tables 1-19 and 1.20.)

TEACHER SUPPLY AND QUALIFICATIONS

A recent survey of teacher placement officers reported
that, in the fields of math, physics, ch. nistry, bilingual
education, multiply handicapped, . mental retarda-
tion, there is now a considerable snortage of teachers.'
Will there, then, be enough qualified candidates to meet
the demand for classroom teachers in the future? (See
figure 1-9.) With student enrollments projected to in-
crease and retirements expected to accelerate, more
teachers will be needed each year. This demand for new

"R.:searcit Trtattgle In+tattite (1986)
"Akin (1986).



Table 1-1. Elementary teachers' perceptions of their qualifications
to teach various subjects: 1977 and 1985/86

Subject

Percent per ving that they are:

Not well
qualified

Adequately
qualified

Very well
qualified

No

answer

1977

Mathematics 4 46 49 1

Social studies 6 54 39 1

Reading 3 32 63 2
Science 16 60 22 2

1985/86

Mathematics 1 30 67 2
Social studies 4 47 47 2
Reading 1 15 82 2
Life science 11 60 27 2
Physical science 23 59 15 3
Earth/space sciences 22 59 15 4

SOURCE Research Triangle Institute. 1985 National Survey of Science and Mathematics Education
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Figure 1-9.
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hiring will, because of enrollment increases, affect ele-
mentary and secondary levels at different times: elemen-
tary school teacher hiring is expected to increase from the
mid- 1980's into the early 1990's b' fore declining. The
demand for new hiring of secondary school teachers is
expected to increase from the late 1980's into the early
1990's.
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Recent reviews of mathematics and science teacher
shortages conclude that misassignment is a major cause
of the shortages of qualified teachers in these subject
areas.'' Such misassignment occurs more frequently in

'"Rumbergvr (1984)



physics and chemistry than in the biological sciences.'
According to NSTA estimates, approximately 30 percent
of all secondary mathematics and science teachers are
either "completely unqualified or severely under-
qualified" to teach these subjects. Further, more than 40
percent of the total mathematics and science teaching
force will retire by 1992.'8 (See figure 1-10.)

Studies show that during the 1970's the proportion of
women receiving bachelor's degrees in education de-
creased by one-half, while the proportion of degrees
granted to women in the biological sciences, computer
science, engineering, and law increased tenfold.'" Many
of these women were among the most academically able
and well-prepared members of the new bachelor recip-
ients.N In addition to this loss of more academically train-
ed teachers, current and impending teacher shortages
may further detract from teaching quality. Given the
projected high level of demand, two hiring patterns for
mathematics and science teachers may become preva-
lent. First, there may be even more reassignment of less
qualified teachers from other subject areas to mathe-
matics and science courses. Although these individuals
may be generally competent teachers, given the weak-
ness and/or nonexistence of in-service retraining pro-
grams, mathematics and science teachers trained in their
area of instruction would be preferable to those trained in
other subject areas. Second, a full complement of new
mathematics and science teachers may be hired. This
might have other drawbacks since such new, inex-

Current mathematics/
science teaching force

Not fully qualified

Will retire by 1995

Estimated new
teachers needed

by 1995

Figure 1-10.

Status of the mathematics and scier,:e
secondary-school teaching force

Number of Teachers (h. thousands)

0 50 100 150 200 250 300 350

SOUIZE: National Science Teachers Association survey in Deccal
ber 1982. reported In Hope Airfoil. "Teacher Shortage: Likely to Get
Worse Before It Gets Better." Education Week (July 27. 1983)
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"Johnston and Aldridge (1984).
"Ibid.
"U.S. Department of Commerce, Bureau of the Census (1983 and

1973).
"Vance and Schlechty (1982), pp. 22-27.
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perienced teachers may be less effective' and may be
more likely to leave teaching."

TEACHER REFORM MOVEMENTS

A recent national report about teaching as a profession
stated that, "The 1980's will be remembered for two de-
velopments: the beginning of a sweeping reassessment
of the basis of the Nation's economic strength and an
outpouring of concern for the quality of American educa-
tion."23 This concern about the quantity and quality of
teachers in K-12 educationespecially in science and
mathematicshas led both States and teacher education
institutions to undertake a variety of corrective measures
affecting how teachers are trained and certified, what
they are paid, how their skills are maintained and en-
hanced, and the conditions under which they work.
While relatively few of these initiatives are directed solely
at science and mathematics teachers, the primary focus of
concern is on this group of teachers. These initiatives are
discussed below; it should be noted, however, that many
of the reforms have only been undertaken in the last 4
years and their effectiveness cannot yet be fully gauged.

State Reforms
Between 1980 and 1984, all 50 States and the District of

Columbia had launched at least one action to promote
either the quantity or quality of elementary and second-
ary school teachers." Altogether, 48 States have one or
more initiatives designed to increase the supply of teach-
ers; 44 States have at least one quality-related initiative.

The most popular forms of State initiatives for increas-
ing teacher supply are those designed either to lower the
Lost to the student of teacher training (38 States) or in-
crease the benefits of being a teacher (38 States). Student
costs are decreased primarily through loan forgiveness or
other student financial programs. Teacher benefits are
increased through raises, better working conditions, or
greater social recognition. Twenty-six States have both
lowered costs and increased benefits. (See figure 1-11.)

State initiatives designed to enhance teacher quality
include: more provisions for further training of current
teachers (28 States), higher admissions requirements for
entry to teacher education programs (26 States), tougher
teacher certification requirements (25 States), and per-
formance evaluations of current teachers (25 States). (See
figure 1-12.)

State teacher quantity initiatives have focused on po-
tential or actual teacher pools, rather than on teacher
training processes, because a major problem is lack of
interest or incentive for individuals to enter the teaching
profession. As a whole, tne Nation has experienced de-
clines in its teacher supply: it is anticipated that, in 1992,
the supply of newly graduated teachers will fill only two-

21Rosenholtz (1984), pp. 352-388.
"Murnane 11985).
"Task Force on Teaching as a Profession (1986), p. 11.
"Education Commission of the States (1984).
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Percent of State government agencies
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thirds of the available positions!' In addition, ba! on
preliminary analyses, it appears that the attrition rate of
chemistry, physics, and foreign language teachers is
higher than that of other teaching fields; also, chemistry
and physics teachers who leave the teaching profession
are less likely to return to it.'"

Teacher quality- initiative~ Lan be grouped into three
--itegories: those directed toward potential teachers,
those involving certification of current teachers, and
those aimed at the process of teacher education. Among
the 44 States with recent quality-related initiatives, poten-
tial teachers are the target in 26 States, current teacher
certification is the target in 35 States, and the training
process is the target in 34 States. In 12 States, two of the
three objectives have been targeted; in 20 States, all three
objectives are receiving attention.

:lb ding-1 iaminond, cl .d. 11987), p,
ttEnane and Olsen (1987),

Potential Teachers

The most frequent torm of quality-related initiative.,
directed toward potential teachers 1s highet admissions
requirements for entry into teacher education programs
(26 States), competitive scholarship programs have been
added in 10 States.
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Figure 1-12.

Percent of State government and teacher
education institutions which initiated policies
and programs between 1980 and 1985 to
enhance the quality of teachers

(Percent)
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Certification
New initiatives focusing on certification relate either to

the certification of new teachers (25 States), or the re,er-
tification of current teachers (25 States). Competency
testingthe main purpose of which is to screen out
candidates deficient in basic skills and knowledgeis
one approach to regulate entry into the teaching profes-
sion. As of 1986, 35 States had required competency
testing as part of the process for initial teacher certifica-
tion. (See appendix table 1-24.) Two States (Arkansas and
Texas) had instituted testing for recertification of experi-
enced teachers. In its recent report, the Carnegie Forum
proposes a three-stage voluntary assessment process
covering subject matter, education courses, and teacher
performanceall under the aegis of a National Board for
Professional Standards.

Teacher Education
Staff development of teachers is the most prevalent

focal point of new State initiatives that attempt to enhance
quality by changing the teacher training process. Some
form of this type of initiativesuch as providing fund-
ing, establishing training centers, or setting minimum
standards for number of hours of traininghas occurred
in 28 States. Sixteen States have initiatives directed to-
ward aspects of the training curriculum for new teachers;
an additional eight states have taken steps to evaluate the
outcomes of teacher education programs, primarily by
comparative statistics on competency exam results. Nine
States have initiatives designed to influence activities
during a teacher's first years in the profession (sometimes
referred to as an internship or probationary period).

Higher Education Reforms
Higher education institutions also have undertaken

efforts aimed at reforming teacher quality/quantity.
These have primarily involved efforts to attract students
to teaching careers," and include such marketing ac-
tivities as visits to high schools and mailings ofbrochures
(10 percent of the institutions) and additions of new
scholarships or loan forgiveness programs (4 percent)
(See figure 1-11.)

Another aspect of teacher education reform involves
standardized tests for entry into teacher education,
which have proliferated dramatically over the last 5
years.2" At the beginning of the eighties, less than one-
quarter of all institutions of higher education required
these tests; by 1985, however, nearly one-half of them
did. Public institutions are more likely than private ones
to invoke entrance examination requirements. For ele-
mentary education programs, 54 percent of public in-
stitutions require entrance examinatons, compare.] with
44 percent of private institutions, for secondary educa-
tion programs, the figures are 52 percent and 44 percent,
respectively.

2711olmstrom (1985).
2i3rinkinan and Jones (1986), p. 12.
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lb improve the quality of students majoring in educa-
tion, some institutions have raised their required entry
grade point average (GPA). By 1985, more than 100 in-
stitutions raised their CPA requirements from around 2.2
or 2.3 (on a 4-point scale) to a minimum of 2.5 to 2.9.
Furthermore, a 1983 survey found that about 85 percent
of teacher training programs have revised their curricula
in the 5 years prior to the survey.29 (See figure 1-12.)
Another survey showed that since 1980, the average
number of credit hours required in education courses had
increased."' Another quality-related theme is to require
less courses in education, and more in substantive sub-
ject matter areas. In elementary programs, the percent-
age of institutions increasing their requirements is high-
est for computer science (28 percent), mathematics (20
percent), science (17 percent), and communications (16
percent). Fewer institutions increased similar require-
ments for secondary programs. (See figure 1-13.)
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Computer
science

Figure 1-13.
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SOURCE: Surveys conducted by the Education Commission of the States.
Council on Education, reported in Paul T. Brinkman and Dennis P. Jones.
"State and Institutional Initiatives In Increase the Ouahty and Quantity of
K12 Science and Mathematics Teachers," unpublished report to the
National Science Foundation (June. 1986)
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Federal and Private Sector Programs
Other groups are also involved in efforts to improve

the quantity and quality of K-12 teachers. These groups
include teacher associations, local school districts,
Federal agencies, and special commissions and task
forces.

Teacher associations have worked to increase teacher
benefits and to develop new means for quality control,

'National Center for Education Statistics (1985).



such as a national certification standard. School districts
directly influence the demand for teachers and can affect
supply, usually by adjusting benefits or changing job
requirements.

Federal agencies support various programs aimed at
teacher preparation and enhancement. For example, in
fiscal year 1987, the National Science Foundation (NSF)
allocated nearly $50 million to programs to improve sci-
ence and mathematics teaching and learning. This fund-
ing provided support for developing new materials and
model programs to improve undergraduate student
teacher preparation and for effective continuing educa-
tion for working teachers throughout their careers. NSF
also supports seminars, conferences, research participa-
tion opportunities, and workshops to expand the scien-
tific and mathematics knowledge base of teachers who
will take local leadership roles in in-service training of
their peers. Other NSF programs help local and regional
communities provide both continuing education for
teachers who lack the mathematics and science back-
ground for the courses they teach, and national recogni-
tion for distinguished science and mathematics
teachers.31

The Department of Energy, through its Lawrence
Berkeley Laboratory (LBL), supports several programs to
promote the benefits of direct association with science
and technology to teachers and students in secondary
education.'' These programs include opportunities for
student and teacher interaction in research conducted at
LBL, and summer research positions for teachers at na-
tional laboratories.

STUDENT REFORM MOVEMENTS

In 1985, 46 States required a minimum number of units
for high school graduation. Of these, 39 States had in-
creased their requirements between 1980 and 1985. After
20 years of stability, there have been sharp increases since
1980 in the number of 1-year courses ("Carnegie units") in
mathematics and science required by States for high
school graduation. (See figure 1-14.) For example, in
1958, 31 States required at least 1.1 year-long mathematics
courses in order to graduate from high school; in 1986, 45
States required at least 2.3 units. (See appendix table
1-25.) .c:,cience requirements increased from 31 States re-
quiring 1.2 units in 1958 to 45 States requiring 1.9 year-
long courses in 1986. There were smaller increases in the
requirements for social studies and language arts.

Twenty-two States now require that students pass a
minimum competency test before awarding them a high
school diploma. In some States, local schools have the
option of setting their own standards for these tests, or
in certain cases where the State sets the standardslocal
schools have the option not to use examination results for
grade promotion or graduation. (See appendix table
1-26.)

By 1985, 40 States had taken either legislative or State
board action to require or permit schools to identify

"NSF (1987).
"Otto (1986).
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Figure 1-14.

State-required Carnegie units' for high school
graduation by subject
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minimum basic skills that students should acquire. Pol-
icies differ widely concerning the grade levels and sub-
jects involved.

RESEARCH ON TEACHERS AND TEACHING

A large volume of research evidence indicates that
teachers play a highly significant rolefar greater than
those of selected committees, district supervisors, prin-
cipals, or superintendentsin determining what takes
place in the classroom. Not only do teachers make the
ultimate decision about what they teach, they also rely
heavily on the advice of other teachers as sources of
information about new developments.33

Teachers also appear to be the primary decisionmakers
in selecting and using curricular materials.' While this
does not mean that all teachers make the ultimate deci-
sion about the in-classroom materials (such decisions are
often made by school or State board committees), most
teachers do, however, have autonomy in the way they
utilize these materials and teach their subject matter. This
autonomy apparently encompasses teaching style, pre-
sentation mode, test selection, grade assignment, and
within the limits set by administratorsdetermining
such activities as out-of-school field trips.

There is also evidence that teachers make a difference
in what students learn in the classroom. This finding

"Weiss (1978).
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comes from studies showing clearly that children who
spend the year in different schoolsand even in dif-
ferent classrooms within the same schoollearn dif-
ferent amounts during the school year.' While these
studies do not by themselves demonstrate that dif-
ferences among teachers explain why more learning
takes place in one classroom than another, it can be
inferred that teachers are an important factor in explain-
ing such differences."

Input-Output Studies
Another more challenging area of research tries to link

teacher characteristics and student learning. Variables
presumed to be indicative of teachers' competencefor
instance, years of education, recentness of educational
enrichment, years of teaching experience, academic abil-
ity, etc. have been analyzed for their relevance to stu-
dent learning. The results have been equivocal. Early
studies of teachers' intelligence (usually measured by IQ)
and its relation to student achievement have concluded
that there is no such relationship.' The lack of effect of IQ
could be because of negligible variability among teachers
in this measure or because of IQ's tenuous relationship to
actual performance.38 Other studies have found that
teachers' verbal ability is related to student achieve-
ment.39 Verbal ability, rather than intelligence, may be a
more sensitive measure of how well teachers can convey
ideas and concepts.

Some studies have tried to relate the extent to which
student achievement gains can be explained by teachers'
demographic characteristicse.g., teachers' education
test scores and teaching experience. There a). a few
relatively consistent findings. For example, teachers with
at least 3 to 5 years of experience are more effective on
average than beginning teachers.4° The dominant con-
clusion from such research, however, is that most varia-
bles used to depict teachersgender, race, possession of
a master's degree, undergraduate major in education
are not consistently related to teaching effectiveness as
measured by student test score gains on standardized
reading and mathematics achievement test1;.41

Process-Product Studies
Another body of research has examined whether spe-

cific actions of teachers are systematically related to teach-
ing effectiveness. These studies focus on whether stu-
dent achievement in a specific subject is positively related
to the amount of in-class time devoted to instruction in
the subject, as well as how effectively class time is used.
There is evidence, for example, that an increased ex-
posure to mathematics may be particularly beneficial to

'Hanushek (1972).
National Academy of Sciences.

'Soar, et al. (1983), pp. 239-246.
'Murnane (1985).
"Summers and Wolfe (1975).
n'enrick and Yager (1983), pp. 621-623.
"National Academy of Sciences.
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the lowest-achieving mathematics students '' Elemen-
tary school teachers tend not to take many science and
mathematics courses in college, this lack of interest/expe-
rience is reflected in classroom performance, where stud-
ies have shown that some second-grade teachers aver-
aged only 15 minutes -1 day on mathematics instruction,
while others spent up to 50 minutes a day's

A recent National Academy of Sciences report sum-
marizes the current state of research on teachers and
concludes that:

...neither input-output studies nor process-
product studies provide sure guidance for the
development of indicators of the quality of the
mathematics and science instruction in school.
In one sense this is discouraging, because it
makes the task of developing reliable indica-
tors of teaching effectiveness more difficult. In
a different sense, however, the results are en-
couraging, because they underline the fact
that effective teachers cannot be defined mere-
ly as individuals with specific demographic
characteristics who have earned particular ac-
ademic degrees, or as people who have been
trained to behave in predictable routinized
ways in the classroom. Such definitions
obscure the characteristics that effective teach-
ers have in common with the skills and at-
titudes of professionals..'

ELEMENTARY AND SECONDARY MATHEMATICS
CURRICULA

To understand and evaluate the tested mathematics
achievement of U.S. students, the curricula they study
i.e., their opportunities to learnmust be examined.
Substantial new findings on this aspect of education are
available from the 1981-82 Second International Mathe-
matics Study, covering schools in 20 countries around the
world (only 15 countries participated in the eighth grade
study). The study obtained detailed information on the
content of intended mathematics curricula, what mathe-
matics was actually taught, and how that mathematics
was taught:* Achievement and attitudes were assessed
using internationally developed tests and question-
naires. An important aspect of this study was obtaining
reports from teachers as to whether the mathematics on
test items had been taught during the year or prior to that
year. The resulting data, called "opportunity to learn,"
provided useful information in interpreting achievement
scores among countries.

Internationally, the opportunity-to-learn data corre-
spond closely to the achievement data, as would be ex-
pected. For example, in Japan, opportunity-to-learn rat-
ings are among the highest of any country; in the U.S.,

'Stallings (1976), pp. 43-47.
"Galambos (1985).
"National Academy of Sciences.
'International Association for the Evaluation of Education Achieve-

ment (1987), p. 4.
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on the other hand, these ratings are about at the interna-
tional average, or in some cases lower. (See appendix
tables 1-27, 1-28, 1-29, and 1-30.)

Eighth Grade

For comparative purposes, the following sections ana-
lyze the mathematics curriculum of the U.S. with Canada
(British Columbia), which closely resembles the U.S. ed-
ucational system, and Japan, whose students tradi-
tionally are among the highest scorers on international
achievement tests. Thus, the profile of mathematics in
the U.S. eighth grade curriculum resembles that of Cana-
da quite closely, but differs markedly from that of Japan.
Figure 1-15 shows that the U.S. and Canadian courses
distribute their subtopics more evenly than do the Ja-
panese, where most of the eighth grade concentration is
on algebra and geometry. This may explain why the
Japanese eighth graders performed so well, ranking first
among the countries. (See table 1-2.)

In general, the test performances of U.S. students
ranked in the bottom one-half of all 20 countries studied.
As compared to a 1972 international assessment of eighth
grade students, the 1981-82 results were very similar,
with a slight improvement in arithmetic (up 6 percent)
and a slight decline in geometry (down 6 percent)." At

Figure 1-15.

Average instructional hours taught in eighth
grade mathematics in the United States,
Japan, and Canada, by topic: 1981182
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41-ravers (1986), pp. 163-167,
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Table 1-2. Rank order of student achievements
on eighth-grad& mathematics test for the

United States, Japan, and Canada, by curricular
subject: 1981/82

Subject
United
States Japan Canada

Arithmetic 10 1 3
Algebra 12 1 7
Statistics 8 1 3
Measurement 18 1 8
Geometry 16 1 12

I Japanese students were tested in the seventh grade.

Note: The above rankings are based on the 20country Second In ternE tonal
Mathematics Study.

SOURCE: Travers, K J., Second Study of Mathematics, Detailed National
Report United States, Stipes Publishing Company (December, 1986), pp.
167.68
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the higher cognitive levels, 1981-82 students declined
slightly as compared to 1972 students.'

It was found that the U.S. eighth grade mathematics
curriculum is more like those at the end of elementary
school (approximately sixth grade) elsewhere in the
countries studied. But it should also be noted that the
U.S. eighth grade mathematics curriculum varies more
than is the case in other countries because of U.S. State
and local control of schools.°

Among the factors identified as causes of deficiency in
U.S. student achievement are: the amount of time allo-
cated for instruction, size of classes, comprehensive
nature of U.S. public schooling, preparation and status of
teachers, and soundness of the teaching provided.°
However, U.S. analysts involved in the international as-
sessment warn against singling out any one of these
factors as "the villain!' For example, the U.S. curriculum
offers 141 hours of mathematics instruction per year
compared with 132 hours for Canada and 101 hours for
Japan. Further, although Japanese students attend school
243 days per yearcompared with 180 days in the U.S.
there was generally a lack of systematic relationship be-
tween length of school year in days and achievement
among the 20 countries in the international assessment.'

Twelfth Grade

The curricular patterns were more varied among the
countries studied at the 12th grade level than at the 8th
grade. While the U.S. curriculum was spread rather
evenly across algebra, sets/functions, and complex num-
bers (offered for a total of 58 hours), the Japanese (with a
total of 108 hours) have the greatest relative and absolute
concentration on calculus. (See figure 1-16.) Japanese
students receive twice as much calculus as U.S. students,

p. 161.
11);Li p. 159.
"Ibid., p. 51.

p. 52.
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Average instructional hours taught
in twelfth grade mathematics in the
United States, Japan, and Canada,
by topic: 1981/82
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and as much as U.S. students receive for all other sub-
topics combined. The Canadian concentration is on al-
gebra. Only one-fifth of the U.S. students taking these
advanced courses receive Advanced Placement (AP) cal-
culus whereas most of the Japanese students do. Thus, 4
to 5 times more Japanese than U.S. students take AP
calculus.

With these considerations in mind, it is no surprise that
Japanese 12 *h grade mathematics students do so well in
comparison with those from the U.S. and Canada. (See
table 1-3.) Japanese schools retain 92 percent of their 17-
year -old students, compared to 82 percent for the United
States and Canada, which further heightens these con-
trasts.c' It is interesting to note that Canada and the' .S.
each outrank the other in performance in the two curricu-
lar areas to which they devote the greater number of
hours of instruction.

Textbook Content

In addition to the opportunity-to learn data, a recent
studyc2 investigated how much of the content is "new" in

"Travers and Kirer (1986), p. 10.
`1:landers (1986).
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Table 1-3. Rank order of student achievements
on 12th-grade mathematics test for the

United States, Japan, and Canada,' by curricular
subject: 1981

Subject
United
States Japan Canada

Sets and relations 10 2 14

Number systems 12 2 11

Geometry 12 2 14

Algebra 14 2 12

Probability and statistics 12 2 13

Elementary functions
and calculus 12 2 15

British Columbia.

Ncte: The above rankings are based on the 15country Second International
Mathematics Study.

SOURCE: Travers, K.J., Second Study of Mathematics, Detailed National
Report United States, Stipes Publishing Company (December, 1986), pp.
359-362
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three K-8 mathematics textbook series and the algebra
books published by Zile same companies. Content was
defined as "new" in a cumulative sensea topic was new
in a fourth grade text, for example, if it had not appeared
in any of the K-8 texts of the series. The study found that a
generally low percentage of new content is clearly evi-
dent. (See figure 1-17.) First, there is a plunge in percent-
age of new content between first and second grade ,nath

Figure 1-17.

Average percent new content in three mathematics
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texts; the average percentage then declines rather stead-
ily from fifth through eighth grade. Finally, there is a
huge jump in the percentage of new content between
eighth and ninth grade texts as algebra is introduced into
the curriculum.

The study also analyzed the new pages of content
when each book is split at page 200. For grades 1-3, this is
about two-thirds of the way through the text; for grades
4-8, it is approximately the halfway point. For the algebra
texts, it is again about two-thirds of the way through. The
study found, as expected, that most new content in any
mathematics text is concentrated after page 200. In grades
7-8, for example, less than 28 percent of the first half of
the books contain new material.

In its conclusions, the study noted that the percent of
new content is very low (49 percent or less) in all mathe-
matics texts beyond the third grade; the seventh and
eighth grade texts have the least (33 percent). This last
ratio seems particularly low when compared with the
approximately 90-percent new content of algebra books
in the ninth grade. New content is covered primarily at
the latter part of the school year; furthermore, not all
teachers cover all chapters in the latter parts of the texts.

The authors summarize their findings as follows:

There should be little wonder why good stu-
dents get bored they do the same thing year
after year. Average or slower students get the
same message, and who could blame them for
becoming complacent about their math stud-
ies? They know that if they don't learn it now it
will be retaught next year. Then students en-
counter an algebra course. The pace picks up
(there are about 100 more pages in an algebra
book than an eighth grade text), the new con-
tent comes at them at an 88-percent level (over
4 days per week they face new content), and
the old content is usually presented with a
pew degree of formalism that clouds the fact
that it is just review.53

Student Attitudes toward Mathematics

The attitudes 'of students toward mathematics deter-
mine in part their success in mathematics and their inter-

'Ibid., p. 7.

est in mathematically related careers. The attitudes of
12th graders in the Second International Mathematics
Study were generally more favorable than those of the
8th graders. This may be because of greater familiarity
with the subjects and the fact that by the 12th grade, a
greater proportion of the more able students are taking
mathematics. For example, 85 percent of the 12th grade
mathematics students felt that the subject helps one think
logically; this belief was shared by only 64 percent of the
8th graders. The older students were less likely to believe
that there is always a rule to follow in mathematics-67
percent versus 82 percent. (See appendix table 1-32.)

Overall, the attitudes of U.S. students tended to be
positive, contrasting sharply with those of the Japanese
students who had rather negative attitudes toward the
subject and found the mathematics class an unpleasant
place to be.'

Two-thirds of the eighth grade U.S. mathematics stu-
dents thought the subject to be of high importance; 55
percent found it easy, but only 40 percent liked it. (See
appendix table 1-33.) Very similar overall ratings were
given by 12th graders to the importance, difficulty, and
interest :n mathematics. (See appendix table 1-34.) Fur-
ther, attitudes toward curricular subtopics varied widely
in both grade levels. The most liked item in both grade
levels was "calculators." In both grades, there was strong
evidence of a desire to do well in mathematics, that math-
ematics is generany learnable, and that assigning more
mathematics would not be widely resisted. As would be
expected for students who have elected to take adva.ced
mathematics, 12th grade students were more positive.
(See appendix table 1-32.)

There was little support for a view of mathematics as
primarily a male subject or career opportunity. Less than
20 percent of the students at both levels believed that men
make better scientists and engineers, or that boys need to
know more mathematics than girls, or that boys have
more rntural ability in mathematics than do girls.'

'Travers and Kifer (1986), p. 35.
'Travers (1986), p. 387.
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Higher Education for Scientists and Engineers

HIGHLIGHTS

II undergraduate engineering enrollments decreased
from 406,000 to 370,000 between '1983 and '1986. In con-
trast, however, full-time grad ate enrollments in engi-
neering increased between 19b3 and 1986 from 55,000
to 62,000. This increase is largely explained by the
growth in foreign student enrollments. (See pp. 41-44.)

Foreign graduate students represented 20 percent of all sci-
ence and engineering (S/IZ) graduate students in 1986. They
have increased their enrollments at an average annual
rate of 6.9 percent since 1980, compared with a rate of
0.5 percent for U.S. citizens. (See p. 44.)
Part-time enrollments in all graduate S/E pr grams increased
by 3.7 percent from1980 101986, compared with a growth in
full -Bale enrolments of '1.9 percent. This difference is
even greater in master's degree-granting institutions
than in doctorate-granting schools. Full-time enroll-
ment growth at master's-granting institutions between
1980 and 1986 was negligible, while part-time enroll-
ments at these schools increased at an average annual
rate of 5.6 percent. 1 it..ty-one percent of graduate
enrollments in master's degree-granting institutions
were full-time in 1986, compared with 68 percent in
doctorate-granting institutions. (See pp. 42-43.)
Between 1984 and 1985, full-lune enrollments 0/ black U.S.
citizens in graduate SIE programs declined 6 percent (from
7,632 to 7,2721, and remained unchanged in 1986. Part-
time enrollments of blacks decreased from 7,295 to
7,119 from 1985 to 1986. (See pp. 43-44.)
S/E Ph.D.'s continue to increase but remain below the peak
year; of 7972 and 1973. These increases are wholly ac-
counted for by foreign citizens. (See pp. 44-45.)

In the past few years, the Nation has become in-
creasingly aware of the significance of an educated popu-
lationespecially in science and engineering (S:1:),in
influencing U.S. international economic competi-
tiveness. 'I his chapter therefore focuses on four major
sets of indicators of higher education in scient ,]ad
engineering:

U.S. enrollments in S/E higher ettltc airs a,

S/E degrees awarded;

Student support patterns, and

Information on institution., and faculty in Sil: higher
education.
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Shut.' 7983, about 25 percent of all SiE doctorates have been
awarded to women. Women earned 38 percent of S/E
baccalaureates and 30 percent of SiE master's degrees
in 1985. These ratios are considerably higher than
those of just 10 years ago. (See p. 45.)

The employment of doctoral scientists and engineers in aca-
demia increased at 3 percent to 4 percent per year between
7977 and 1985. The employment of doctoral engineers
increased at 4 percent per year; employment of doc-
toral scientists increased at 3 percent per year. (See
pp. 48-49.)

U.S. academic faculties continue to age except in engineer-
ing. In the sciences, the proportion of doctoral scien-
tists younger than 40 years decreased from 33.8 per-
cent to 32.2 percent from 1983 to 1985. By contrast, in
engineering, the proportion of doctoral scientists
younger than 40 increased between 1983 to 1985 from
28.2 percent to 29.8 percent. (See pp. 48-49.)

!t1o,t earned their baLcalaurealo at re:,earch-
intensive and other doctorate-granting institutions. Propor-
tions of S/E Ph.D.'s earning their baccalaureates at re-
search-intensive universities have declined over thc
decades, reflecting the growth of comprehensive and
other doctorate-granting schools. Baccalaureate origins
differ by gender, racial/ethnic group, and field. In addi-
tion, a small number of selective small schools produce
relatively ;arge percentages of their baccalaureates who
go on to obtain the Ph.D. (See pp. 47-48.)

This chapter also discusses several other trends in Sill
higher education of Loncern to policvmakers. One ol
these is the decreasing size of the traditional college-
going population in the United .states. Other trends ol
interest include. the rates at which women choose to
stud) science and engineering, participation in 5/E high-
er education of underrepresented minority groups; the
degree to which the U.S. higher educational system is
becoming "internationalized" as it attracts increasing
numbers of foreign students in SIC fields; and trends
toward part-time study, often by older-than-average stu-
dents, and in contrast to declines in the number of stu-
dents pursuing full-time S/C studies.

The chapter also provides data on the undergraduate
institutions 01 S/C Ph.D. earners.

t



ENROLLMENTS

This section presents indicators of S/E enrollments for
both undergraduates and graduates, covering college en-
rollment rates of different population groups; recent
trends in enrollment patterns which have helped offset
declines in the normal college-age population; and im-
portant differences in S/E field enrollments which will
influence the mix of degrees awarded to these students as
they complete their studies and enter the job market or
graduate schools.

Undergraduate Enrollments

Indicators of participation in undergraduate education
are restricted to aggregate trends in college-going rates of
various age, ethnic, and gender groups.' These gross
indicators, when observed over time,2 suggest the value
placed on and access to higher education by these various
groups and how these evaluations may be changing as
shown by changing rates of college attendance.

Figure 0-18 in the Overview shows the college-going
rates for U.S. 18- to 21-year-olds. Throughout the 1970's
and 1980's, about one-third of the total U.S. population in
these age groups were enrolled in institutions of higher
education. (See appendix table 2-1.) During the past 5
years. the college-going rates for some groups in the
population have increased by 5 to 6 percentage points.
These increasesespecially those for womenhave kept
total undergraduate enrollments sufficiently high to
compensate for the decline in size of the 18-year-old
population, which began in 1979. According to the Cen-
sus of Population, total college enrollments (all institu-
tions, both genders, all races) have remained virtually
unchanged for 3 years.

1985 Freshmen

Two specialized sources of indicators show the inten-
tions of freshmen to major in certain fields. One of these
sources is an annual survey of engineering and engineer-
ing technology programs conducted by the Engineering
Manpower Commission of the American Association of
Engineering Societies. The other is a national study of
freshmen conducted each fall by the Cooperative Institu-
tional Research Program at the University of California,
Los Angeles (UCLA).

Engineering and Technology Enrollments. Each fall, the
Engineering Manpower Commission surveys U.S. engi-
neering and engineering technology programs to esti-
mate program enrollments.' These specialized data- -
while nut strictly comparable to the other data in this
chapterare indicators of trends in undergraduate in-

'A special survey of engineering and technology enrollments is dis-
cussed below.

The Bureau of the Census' Current Population Survey (CPS) is con-
ducted each October. CPS is a survey of approximately 60,000 house-
holds, covering about 125,000 people and 8,000 college students. Be-
cause the data discussed here are developed from a sample of the
population, data on smaller groups of the population should be used
with care.

Engineering Manpower Commission (1986).
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tentions to obtain a degree in engineering, either at the
bachelor's or 5-year level, or at the associate or 2-year
level.'

Total full-time enrollments in engineering programs
decreased between 1983 and 1986 at an average annual
rate of -3.1 percent. (See table 2-1.) The overall pattern
showed significant growth from 1979 to 1982, a leveling
off in 1983, and declines in 1984, 1985, and 1986. Part-
time enrollments, in contrast, continued to increase by
an average of 2.9 percent per year since 1983. Part-time
students constitute 9 percent of all enrollments.

Enrollments in engineering technology programs
which provide specialized skills for performing technical
tasks at a sub-professional levelhave increased for both
full- and part-time students by an annual average of 7.6
percent from 1979 to 1985. However, all engineering tech-
nology enrollments declined from 1983 to 1985. A grow-
ing number of full-time engineering technology students
continue past the associate degree level to work on their
bachelor of engineering technology degree; these enroll-
ments increased by an average annual rateof 14.5 percent
between 1979 and 1985.

Freshmen Characteristics.' The most recent survey of
freshmen in institutions of all types shows that the 1986
freshmen expect to study longer and earn higher degrees
than did freshmen 5 years previously. (See figure 0-19 in
Overview.) For example, freshmen who intend to obtain
Ph.D.'s (in all fields) increased from 8.2 percent in 1982 to
9.7 percent in 1986; similar increases were reported in the
relative percentages of entering freshmen hoping to at-
tain bachelor's or master's degrees. (See table 2-2.)

Freshmen in 1986 were less likely to be planning a
major in an S/E field than was the case in 1982. One of the
more notable decreases was in tie number of freshmen
planning to major in computer science, down from 4.4
percent in 1982 to 1.9 percent in 1986. Engineering, too,
decreased as a planned major, dropping from 12.6 per-
cent in 1982 to 10.9 percent in 1986.

Indicators of these freshmen's career objectives also
reflect these choices of major. The percent of entering
freshmen planning careers as computer programmers or
'analysts dropped by more than one-half from 1982 to
1986. Engineering also declined for this period as a career
of choice.

Graduate Enrollments
Total graduate student enrollment in science and engi-

neering fields in all institutions increased at an average

'The data on engineering programs art from 4 and 5 year programs
approved by the Auseditation Board of Engineering and Technology
Upon successful completion of these programs, the student receives a
bachelor of engineering degree or, in the case of the 5.year programs, an
'engineering professional degree' The engineering technology enroll-
ments, in contrast, are usually 2-year programs terminating in an asso-
ciate degree, but some of these programs also include 4year study.

'All of the data discussed in this section are from The Anwrican fresh-
man. National Norms for fall 1982, 1983. 7984. 1985, and 1986 by the
Cooperative Institutional Research Program. UCLA Excluded from the
survey are part-time freshmen and students who have previously at-
tended college for credit. Also excluded are semi-professional and
proprietary schools, as well as some very small schools. For a complete
description of survey methodology, see any of the UCLA volumes.



Table 2-1. Undergraduate enrollment in engineering and engineering technology programs
1979 1980 1981 1982 1983 1984 1985 1986'

Engineering programs
Total full-time 340.488 365,117 387,577 403,390 406,144 394,635 384,191 369,520Freshmen 103,724 110.149 115,230 115,303 109,638 105,249 103,225 99,238Sophomore 78,594 84,982 87,519 89,785 89,515 83,946 79,627 76,195Junior 74,928 80,024 86,633 90,541 91,233 89,509 84,875 80,386Senior 77,823 84,442 92,414 102,055 109,036 109,695 110,305 107,773Filth year 5,419 5,520 5,731 5,706 6,722 6,236 6,1;9 5,928
Total part-time 25,811 32.227 32,825 31,940 35,061 34.864 36.673 38,137

Enweeting technology programs
Total full-time 38,347 47,755 48,847 37,198 60,096 48,218 49,210 NAFirst year 18,102 22,127 21.483 14,123 23,995 17,030 18,098 NASecond year 10,985 13,302 14,434 11,505 16,828 13,856 13.590 NAOther tull.time associates 455 784 54i 221 709 785 344 NABachelor of engineering technology

Third and later rare 8,805 11,542 12,389 11.349 18.'19 16,686 17,178 NA
Total part-time 15,271 17,395 16,639 ' ''. 24,134 -1.341 18,781 NA
' Preliminary.

Note: NA - Not available.

SOURCE: Engineering Manpower Commission. Engineering and Technology Enrollments. Fall 1935, Part I (la vi) and Part II (p. v). 1986, and unpublished tabulations.
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Table 2-2. Freshmen plans

1982 1983 1984 1985 1986

Percent
Highest degree planned:

Ph.D or Ed. D. 8.2 8.5 9.2 9.2 9.7
Master's 30.5 30.4 31.2 31.6 33.0
B.A. or B.S 38.3 36.5 37.6 38.2 36.8

Probable major:
Biological sciences 3.7 3.8 4.2 3.4 3.9
Engineering 12.6 11.7 11.0 10.7 10.9
Physical sciences 2.5 2.5 2.6 2.4 2.4
Social sciences 5.8 6.1 6.7 7.6 8.0
Computer sciences 4.4 4.5 3.4 2.3 1.9
Business 24.2 24.4 26.4 26.8 26.
Education 6.0 6.0 6.5 7.1 8.1
Arts and humanitie: 8.2 7.9 7.7 8.3 9.0
Professions 13.3 1/.4 14.1 12.9 11.7

Probable career occupation:
Computer programmer or analyst 8.8 8.5 6.1 4.4 3.5
Scientific researcher 1.5 1.5 1.5 1.4 1.4
Engineer 12.0 10.8 10.4 10.0 9.7

SOURCE: Cooperative Institutional Research Program. The American Freshman: National Norms for Fall.
1986. and reports with the same title for 1982.85. University of California at Los Angeles and American Council
on Education (December. 1986)

annual rate of 2.6 percent from 1980 to 1986 (see figure
2-1), al:hough full-time U S citizens in doctorate-grant-
ing institutions increased only 0.5 percent during this
period. (See appendix table 2-3.) Across-field differences
in enrollment patterns continued to be considerable,
however. For instance, graduate enrollments in com-
puter science led the increases at about 15 percent per
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year for me past 6 years. Similarly, engineering enroll-
ments continued to grow strongly. Graduate enrollments
in the social sciences, on the other hand, declined at an
average annual rate of u.6 percent since 1980. (See appen-
dix table 2-2.)

Graduate enrollment trends also differ when cit-
izenship, institutional level, and student status are taken



Figure 2-1.
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into account. For example, full-time graduate S/E enroll-
ment of U.S. citizens in doctorate-granting institutions
increased 1.3 percent in 1986 over 1985, compared to a 6-
year trend of 0.5 percent. (See appendix table 2-3.) For-
eign citizen enrollments, in contrast, increased 9.7 per-
cent in 1986, compared to a 6-year trend of 6.9 percent.
(See appendix table 2-4.) This increase (2.6 percent) in
total graduate S/E enrollments was concentrated in doc-
torate-granting institutions; S/E enrollments in master's
degree-granting institutions decreased -1.1 percent. (See
appendix table 2-5.)

Part-Time Graduate Enrollments. One of the more per-
sistent S/E enrollment trends is the increased tendency to
pursue graduate S/E studies on a part-time basis. Full-
time S/1,7 graduate enrollment increased in all institutions
at an average annual rate of 1.9 percent from 1980 to 1986.
(See figure 2-2.) Part-time enrollments, in contrast, in-
creased at a 3.7-percent rate. The trend is stronger in
master's degree-granting institutions. Full-time enroll-
ments at these institutions have changed very little since
1980; part-time enrollments in these schools, on the other
hand, increased at an average annual rate of 5.6 percent
since 1980. In 1986, 68 percent of S/E graduate enrollment
in doctorate-granting institutions was full-time, com-
pared with only 31 percent in master's-granting institu-
tions. (See appendix table 2-5.)
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Postdoctorates. S/E postdoctorates pursuing advanced
study and research in doctorate-granting institutions in-
creased at a rate of 6.8 percent from 1985 to 1986, an
increase over the 1980-86 average annual growth rate of
4.6 percent. (See appendix table 2-6.) From 1985 to 1986,
growth in postdoctorate appointments was most notable
in the environmental sciences (11.5 percent), physical
sciences (6.6 percent), and life sciences (7.5 percent).

Enrollments by Gender: One of the strongest trends in
graduate S/E enrollments during the past decade has
been the increasing enrollment rates of women. These
increases, coupled with swelling enrollments by foreign
nonresidents (see below), have helped offset declines in
enrollment stemming from a shrinking population pool
of graduate-age students.

Women have increased their matriculation rates in vir-
tually all S/E fields. (See appendix table 2-7.) Average
annual female enrollment growth from 1980 to 1986 has
been particularly strong in computer science (15.8 per-
cent), engineering and most of its subfields (12.6 per-
cent), and in the physical sciences (7.2 percent). Male
enrollment growth in these fields for the same years was
5.0 percent, 14.2 percent, and 2.4 percent, respectively.

Despite these impressive growth rates, women still
participate in S/E graduate education in numbers far be-
low their share of the general population. S/E enroll-
ments in 1986 by gender, for full- and part-time study in
all institutional types, show that considerable progress is
still needed to achieve equal participation by men and
women in U.S. S/E higher education.

Enrollments by RaciallEtliiiii. Status. The overall college-
going rates of blacks, Hispanics, Asian-Americans, and

All

U.S. Citizens

Black,
Non-Hispanic

American Indian/
Alaskan Native

Asian/
Pacific Islander

Hispanic

Figure 2-2.
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Native Americans differ markedly from those of the
white population. These rates also differ by gender across
racial/ethnic groups. (See figure 0-18 in Overview.)
Whites (excluding white Hispanics) aged 18-21 have,
from 1978 to 1985, slowly increased their enrollments in
higher education to near 40 percent for both genders.
(White males, however, have still not achieved their en-
rollment rates of the early 1970's.) Black males are increas-
ing their college enrollment rates while black female col-
lege enrollment is holding steady. (See appendix table
2-1.) In 1985, black males and females aged 18-21 at-
tended college at 26 percent and 24percent, respectively.

Blacks are far less likely than whites to continue their
education at the graduate level, and a smaller percentage
of them enroll in S/E programs in graduate school. More-
over, full-time enrollment of black U.S. citizens in gradu-
ate S/E programs remained unchanged in 1986 over 1985,
compared with an increase in white U.S. citizen enroll-
ment of 1.7 percent. Part-time enrollment of blacks de-
creased in 1986 over the previous year by 2.4 percent.
Hispanic U.S. citizens increased full-time enrollments in
1986 by 5.1 percent, but decreased part-time S/E study by
-4.4 percent. (See appendix table 2-2.)

Black enrollment patterns differ from white enroll-
ments in several ways. In 1986, blacks were more likely to
be enrolled on a part-time basis than whites; 49 percent of
black U.S. citizens in all institutions were enrolled on a
part-time basis while the equivalent figure for whites was
41 percent. Blacks were less likely than whites to be
enrolled in doctorate-granting institutions; blacks also
were less likely than whites (10.8 percent versus 19.0
percent) to be enrolled in graduate-level engineering pro-
grams. (See appendix tables 2-2 and 2-3.)

One of the more noticeable trends in graduate S/E
enrollment has been the strong interest in these fields by
U.S. citizens from Asian backgrounds. Total S/E graduate
enrollment growth of , .-4ans/Pacific Islanders averaged
13 percent from 1982 to 1986. (See appendix table 2-2.)
These students select engineering, computer science,
and mathematics at rates higher than any other U.S.
racial/ethnic group. Their enrollment rates in engineering
equaled those of foreign students in graduate S/E engi-
neering in 1986, and they were more likely than whites to
choose engineering (36 percent versus 1) percent).

Enrollments by Citizenship. One of the most persistent
trends in S/E enrollment patterns at U.S. institutions has
been the increasing numbers of non-U.S. citizens. While
at the undergraduate level, non-U.S. citizens made up
less than 5 percent of the total student population in 1982,
on the graduate leveland in S/E fieldsthe role of
foreign students is much more evident.

Foreign students represented 19.8 percent of all S/E
graduate students in all institutions in 1986. (See appen-
dix table 2-2.) They were even more heavily represented
in doctorate-granting institutions (28 percent) and in at
least three fields at these institutionsmathematics, en-
gineering, and computer sciencemade up about 40
percent of the total graduate enrollment. (See figure 0-20
and appendix table 2-4.) Most of these foreign S/E gradu-
ate students were studying full-time, this was at least in
part because of Immigration and Naturalization Service
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regulations requiring full-time study by persons on stu-
dent visas.

Since 1980, full-time S/E graduate enrollments of U.S.
citizens in all institutions have increased at an average
annual rate of 0.4 percent, while non-U.S. citizen enroll-
ments have increased at an average annual rate of 7.0
percent. This illustrates the extent to which U.S. institu-
tions offering S/E graduate degrees have depended on
foreign student enrollment for much of their expansion.
Higher education systems in other industrialized coun-
tries have also experienced increased enrollments of for-
eign students. This trend indicates an "internationaliza-
tion" of the higher education services market, with the
industrial countries providing their educational services
to citizens from less developed countries. In the U.S. in
1984-85, for example, 12 percent of the foreign students
were from Africa, 14 percent from Latin America, 17
percent from the Middle East, and 42 percent from South
and East Asia. (See appendix table 2-8.) While the U.S.
has the largest number of foreign students among the
industrialized nations, it ranks 18th in terms of the pro-
portion of students from foreign countries.'

SCIENCE AND ENGINEERING DEGREES

Overall Degree Trends

In 1986, 530 more Ph.D.'s in all S/E fields ombined
were awarded by U.S. educational institutions than in

NSF (1987b), p. 7.
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1985. (See figure 2-3.) This increase was largely accounted
for by engineering Ph.D.'s, which increased by 7 percent
over 1985; science Ph.D.'s increased by 2 percent. Com-
puter science and the physical sciences led the increases,
and mathematical sciences Ph.D.'s were up over the pre-
vious year for the first tinge in 14 years.

While the total number of Ph.D.'s awarded by U.S.
Institutions in all fields has changed little since 1979, the
proportion of those awarded in S/E fields has increased
by about 4 percentage pointsto about 59 percent. (See
appendix table 2-10.) This ratio of S/E doctorates to all
doctorates is, however, below that of approximately 65
percent attained in the early 1960's. And in absolute
numbers, both total Ph.D.'s awarded and Ph.D.'s in SIE
fields still remain below the peak years of 1973 and 1972,
respectively.

Baccalaureate and master's degree awards in S/E fields'
have also increased over the past few years. At the bac-
calaureate level, the total number of S/E degrees earned
Increased in 1979 after 5 years of decline. Master's awards
in S/E fields increased beginning in 1981 after a similar
period of decline. (See appendix table 2-10.)

In 1984, S/E degrees as a percentage of all baccalaure-
ates attained their peak ratios of the late 1960's (about 32
percent). In contrast, however, master's SlE degrees as a
percentage of all master's were 23 percent, far below the
30-percent ratio of the 1960's.

Time-to-Ph.D.
One of the more persistent trends in SIE higher educa-

tion is the increasing length of time incurred between the
baccalaureate and doctorate degrees." The median
number of years between receiving the bachelor's degree
and earning the doctorate has increased since 1974 in the
physical sciences (by about 6 months), engineering (3
months), life sciences (15 months), and social sciences (24
months). (See appendix table 2-11.)

Ph.D.'s by Citizenship
The number of U.S. citizens earning doctorates in S/E

fields has been declining since at least 1975."' In contrast,

'The discussion in this section of trends in degree attainment is
restricted to broad disciplinary lields and comparisons among these
lields. Changes in degree attainment patterns t% itlun a held may be
important, but they arc beyond the st.upe ot this analysis for L.Nample,
a recent study of degrees aharded in psychology found that tk, fastest
growth has occurred in the number of psychologists trained as health
service providers, whereas training of academic or research oriented
psychologists has declined. (See American Psychological Association,
1985.) Another example is the increasing importance of the Ph.D.,
compared to the M.D., in biomedical research. (See National Science
Board, 1986a, pp. 97-9S.)

'Disciplinary practices regarding the master's degree vary. Master's
degrees may be considered a terminal degree in some fields, while in
Ph.D. programs the master's may or may not be part of the normal path
to the Ph.D.

'National Research Council (1985), pp. 7-8.
"'NSF (1987b).

Ph.D. awards to non-U.S. citizens have increased stead-
ily, these largely account for increases in total Ph.D.
output over the past 8 years.

Foreigners study in the U.S. on either permanent resi-
dent visas or temporary (student) visas. In 1985, the
percentage of total S/E Ph.D.'s awarded to foreign-born
students hit an all-time high at 26 percent, with individu-
al field ratios reaching (for example) 55 percent in engi-
neering and 26 percent in the physical sciences."

Most foreign students have temporary visas, and
about 50 percent of these plan to stay in the U.S. to work.
About 85 percent of those students with permanent visas
plan to remain in the U.S.' While these percentages have
not changed in recent years, the number of such foreign-
born Ph.D. earners planning to remain in the U.S. has
increased.

S/E Degrees by Gender
Female participation in science and engineering, as

indicated by S/E degrees awarded to women, has in-
creased steadily over the past 25 years. (See appendix
table 2-10.) In 1985, women earned 38 percent of all S/E
bachelor's degrees, 30 percent of S/E master's degrees,
and 25 percent of S/E Ph.D.'s. These percentages were up
from 16 percent, 10 percent, and 7 percent, respectively,
in 1960.

In contrast to these impressive increases in percent-
ages of S/E degrees awarded to women at various levels,
the declining rates as the level of study increases show
that women are less likely than men to continue in S/E
study. However, the objective of increasing the rates at
which women continue S/E education was clearly
achieved through 1986, when women received 26 percent
of all S/E Ph.D.'s earned by U.S. citizens, compared with 9
percent in 1970" In recent years, however, increases in the
percentage of S/E Ph.D.'s obtained by women have
slowed.

S/E GRADUATE STUDENT SUPPORT

One indicator of the value society places on science and
engineering is the financial support provided to students
in these fields. Especially at the expensive, higher levels
of education, changes in support patterns can reflect
society's perception of the need to invest in the higher
education of future scientists and engineers.

There are two types of indicators of support for gradu-
ate education in science and engineering: (1) reports from
students and institutions about the main sources of sup-
port for graduate study, and (2) reports from Federal

"National Research Council, 1986b.
"NSF (198713), p. 30.

p. 97.
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agencies on their obligations for various activities in aca-
demic science and engineering."

Source of Support

Approximately 71 perck.nt of the full-time S/E graduate
students in U.S. doctorate-granting institutions received
some form of financial aid in 1986; this percentage has not
changed more than 1 or 2 points since 1980. (Seeappen-
dix table 2-12.) When changes in the sources of graduate
student financial aid are contrasted with enrollment
changes over the same period, some noticeable shifts in
source of support become evident. While full-time S/E
enrollments increased at an annual average rate of 2.0
percent from 1980 to 1986, the number of students report-
ing the Federal Government as the main source of assist-
ance decreased 0.5 percent over the same period, al-
though the 1985-86 percentage change was positive. (See
below.) In contrast, students reporting their main sup-
port from some source other than the Federal Govern-
ment or self-support increased at an average annual rate
of 3.8 percent from 1980 to 1986. (See figure 2-4.) The
number of students who paid for most or all of their own
graduate S/E education increased from 1980 to 1986 at an
average annual rate of 1.1 percent;" this growth was
slightly behind that in enrollments.

Over all science and engineering fields, the yearly
proportion of full-time graduate students reporting their
main support from Federal sources has declined, going
from 23 percent in 1980 to 20 percent in 1986. However,
the number reporting Federal support in 1986 was up by
4.9 percent from 1985 across all S/E fields combined.
Support of graduate students in engineering and com-
puter science led these increases at 10.5 percent and 15.9
percent, respectively.

Federal support increased as the main source of sup-
port in the environmental and agricultural sciences in
1986 over 1985, in contrast to overall negative trends in
such support since 1980. Federal sources as the main
support for full-time graduate S/E students in the social
sciences continued its downward trend.

"Both of these indicators have limitations. For example, thecensus of
academic institutions offering S/E doctorates only reports on the source
and type of major support for the graduate student. Since students
often attend graduate study with a package of financial aid from dif-
ferent sources and of different types, many of these sources are not
reported, leading to under-reporting of virtually all support sources.
Additionally, the data contain no dollar value of the support received.

Another source of data on student financial aid is the reports made by
students upon attaining their doctorates. This survey is a full census of
the population of students receiving a doctorate in an S/E field each year.
Again, however, the data are limited to the main source of support and
ignore the amount of financial aid received.

The problem with the second type of indicatorFederal obligations
for academic science and engineering support on the graduate level
is that it covers only a portion of the Fed"ral support provided for
graduate S/E study. While the indicator captures Federally funded
fellowships, traineeships, and training grants, it misses the substan-
tial monetary support of graduate St students with research assist-
antships.

"Federally guaranteed student loans may be included in this figure.

46

-Figure

filopit-sOwce.OfIfilOort of -full -time
S'/E dents, in doOtOratO-granting
'MOROI**

(Peicini)-
.100'

901

80

70

60

50

40

30

20 L

10-

0
1980

Self support

Other support

Federal support

1

1981 1982 1983 1984 1985 1986

See appendix tattle 212. Science & Engineering Indicators 1987

Financial Support by Type

The decline in fellowships and traineeships noted in
Science Indicators-1985 has been reversed in recent years.
Such awards to graduate S/E students increased 1.2 per-
cent from 1985 to 1986, although the 1980-86 trend re-
mained negative. (See appendix table 2-13.) The most
noteworthy increases from 1985 to 1986 were observed in
computer scienc^ (10.7 percent), engineering (3.8 per-
cent), and the soc...: sciences (4.3 percent). Research as-
sistantships have shown strong growth as a preferred
mechanism of support in all fields, but especially in engi-
neering (14.3 percent) and computer science (13.1
percent).

Support by Gender and Source

While women have increased their share of earned
doctorates over the past decade, their proportions in S/E
fieldsboth as graduate students and as doctorate recip-
ientsare still far below those of men.

In a world of equal qualifications, equal interests, and
unbiased support patterns, financial support of males
and females in S/E graduate education should mirror the
proportions of male and female enrollment. In practice,
however, this ideal is not achieved. (See appendix table
2-22.) Several differences become apparent when male
and female graduate S/E support are corryared by fund-
ing source and field of study. The Department of Defense
(DoD) and foreign sources provide more financial aid to
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graduate S/E males, at least in part because of male domi-
nation in the fields of c ncern to the armed forces and in
those chosen by foreigners studying in U.S. institutions.
The Department of Health and Human Services (HHS),
in contrast, most often funds females out of proportion to
their share of enrollment in most fields. This pattern is
also true of the National Institutes of Health, part of HHS.
The National Science Foundation, in contrast, more heav-
ily funded males than would be expected from their
enrollment shares.

Across all sources of main support, computer science
and mathematics stand out as fields in which women
receive less funding than their proportions in the fields
would suggest. Females also listed "self support" as the
main source of their graduate education funds more often
than their enrollment shares alone would predict. (See
appendix table 2-22.)

INSTITUTIONS OF S/E HIGHER EDUCATION

This section discusses two types of indicators. The first
is concerned with the relationships among various
groups of institutions: those which perform the most
research and development (R&D), those which award S/E
degrees at various levels, and those which award S/E
baccalaureates to students who then go on to obtain 3/E
Ph.D.'s at some other institution. A second set of data
shows characteristics of the faculties in the Nation's in-
stitutions of higher S/E education: their main activities on
campus, their age distributions, and changes in their
distribution across S/E fields in recent years.

The Producers of S/E Doctorates
Two recent analyses'' of the baccalaureate origins of S/E

Ph.D.'s found that:
Most S/E Ph.D.'s earned their baccalaureates at re-
search-intensive and other doctorate-granting
institutions;
The proportion of S/E Ph.D.'s earning their baccalaure-
ates at research-intensive institutions has declined
over the past few decades;
The baccalaureate origins of Ph.D.'s differ by gender
and racial/ethnic group; and
A small group of selective small universities and col-
leges produces relatively large percentages of their
baccalaureates who go on to obtain S/E Ph.D.'s.

These results are expanded on in the following
paragraphs.

Large Producers of S/E Ph.D.'s. Using a slight modifica-
tion of the "Carnegie" scheme for classifying institu-

'National Research Council (1986b), arid Lois Peters, unpublished
tabulations.

Figure 2,5.
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tions,17 the National Research Council found that of all
S/E Ph.D.'s awarded in 1984 to persons who attended

"The scheme used was as follows:

Research-intensive universities. the 50 leading universities in terms
of Federal financial support, plus 50 or more Ph.D.'s awarded in
1973-74.

Other doctorate-granting universities (128 institutions). 20 or more
Ph.D.'s awarded in 1973-74, or 10 or more in at least three fields.

Comprehensive institutions (548 institutions): liberal arts programs
plus at least one other professional or occupational program; highest
degree awarded is the master's, or the Ph.D. program is extremely
limited.

Liberal arts schools (430 institutions): predominantly bachelor's level
with a strong liberal arts tradition.

Other (80 institutions). exclusively or almost exclusively technical or
professional in such areas as medicine, theology, business, etc.



U.S. undergraduate institutions, 63 percent of their un-
dergraduate degrees had been earned at research-inten-
sive and other doctorate-granting institutions. (See fig-
ure 2-5.) The baccalaureates of 58 percent of 1984 physical
sciences Ph D.'s, 78 percent of cngineering, 65 percent of
life sciences, and 58 percent of social sciences, had been
awarded by these research-intensive institutions.

Engineering Ph.D.'s were the most likely to have
earned their baccalaureates at Ph. D.-grating institu-
tions. In contrast, chemistry Ph.D. earners were more
likely than any other group of scientists to have obtained
their baccalaureates at "comprehensive" or liberal arts
colleges. These two types of institutions awarded 49 per-
cent of the baccalaureates to U.S. citizens who obtained
Ph.D.'s in chemistry in 1984.

Similar findings were made using a different institu-
tional classification scheme and different time frame.'"
This analysis divided the baccalaureate-granting schools
as follows: schools granting more than 40 S/E Ph.D.'s in
1981-82, 40 or fewer, up to the master's degree, up to the
bachelor's degree, and foreign institutions. (See appen-
dix table 2-15.) This analysis found decreasing percent-
ages of baccalaureates awarded to S/E Ph.D. earners by
the large ih.D.-granting institutions between 1963 and
1983. Considerable increases in the importance of non-
U.S. institutions in producing undergraduates who
eventually obtain their Ph.D.'s in the U.S. were found in
engineering and the physical sciences.

Women S/E Ph.D. earners from 1983 to 1985 were
slightly less likely to have obtained their baccalaureates at
research-intensive or other doctorate-granting institu-
tions than men (55 percent versus 59 percent). (See ap-
pendix table 2-16.) Black S/E Ph.D. earners were consid-
erably less likely to have attended these institutions than
whites (40 percent versus 61 percent).

"Productive" Producers of S/E Ph.D.'s. The data discussed
above considered only the total output of the under-
graduate institutions in terms of the number of bac-
calaureate earners who eventually obtained Ph.D.'s. With
this approach, the baccalaureate "source" institutions are
dominated by the larger universities. Another approach
is to compare the percentage of a school's baccalaureate
earners who go on to obtain Ph.D.'s.

The National Research Council compared the output
and productivity of specific undergraduate institutions
for the 1984 Ph.D. cohort. Across all fields, the study
found that of the 30 leading undergraduate institutions
granting at least 50 baccalaureates?' in 1974, only 1 of
these 30 was a primarily undergraduate school (City Uni-
versity of New York-Brooklyn), based on total output of
baccalaureates going on to obtain the Ph.D. in all fields.
(See appendix table 2-17.) In contrast, of the 30 most
"productive"20 undergraduate institutions in 1974, 19 of

"Lois Peters, unpublished tabulations.
"The National Research Council analysis used a cut-off of at least 50

baccalaureates in order to avoid domination by the very small, spe-
cialized institutions. See National Research Council (1986b).

9n terms of the number or baccalaureates from a particular school
who go on to obtain Ph.D.'s A "productivity" measure is derived by
dividing the Ph.D. earners with a baccalaureate from a specific school
by the number of baccalaureates produced by that school.
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these schools were neither research-intensive nor other
doctorate-granting schools.

The same analysis identified "productive" under-
graduate institutions which award undergraduate de-
grees to eventual S/E Ph.D. recipients out of proportion
to their size and importance in the research and develop-
ment community. For example, 6 of the 10 most "produc-
tive" producers of baccalaureates for 1984 Ph.D.'s in the
physical sciences were primarily bachelor's institutions
or specialized schools. Corresponding counts were 4 out
of 10 for engineering, 4 of 10 for the life sciences, and 8 of
10 for the social sciences. (See appendix table 2-18.)

S/E Higher Education Faculties
U.S. institutions of higher education'? employed

202,000 doctoral scientists and engineers in 1985. Of
these, 180,000 were doctoral scientists, about 54 percent of
the total doctoral scientists employed in the U.S. The
approximately 22,000 doctoral engineers employed by 4-
year institutions represented some 33 percent of the total
U.S. engineering workforce with Ph.D.'s in 1985.

Virtually all of the major S/E fields have experienced
growth in the academic employment of Ph.D.'s (see fig-
ure 2-6), although at different rates of growth. Four-year

'Defined here as 4-year colleges and universities only.

Figure 2-6.
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institutions increased the employment of doctoral com-
puter scientists by 142 percent from 1977 to 1985. a far
higher total growth rate than for any other major field.
Other fields with considerable increases since 1977 in-
cluded the life sciences (35.4 percent), engineering (36.9
percent), the social sciences (30.3 percent), and psychol-
ogy (29.7 percent). (See appendix table 2-19.)

The increase in the employment of doctoral scientists
and engineers by 4-year institutions has been accom-
panied by an increase in the research and development
activities of these academic employees. Between 1981 and
1985, the percentage of doctoral scientists and engineers
on 4-year campuses who reported teaching as their pri-
mary activity increased at a slower rate than total employ-
ment growth in all major fields except computer science.
In contrast, the proportions of doctoral scientists and
engineers at 4-year schools reporting R&D activities as
their primary work emphasis increased at rates greater
than employment growth in all fields except computer
science, the life sciences, and psychology from 1981 to
1985. (See appendix table 2-20.)

Computer science led most trends from 1981 to 1985,
no doubt because of the rapid transformation and sta-
bilization of this field on the Nation's campuses. In those
4 years, computer science experienced:

A 79.0-percent growth in the number of Ph.D. holders
reporting teaching as their primary activity;
A 73.5-percent growth in the number of Ph.D. com-
puter scientists employed at 4-year institutions; and
A 64.4-percent growth in the number of Ph.D. com-
puter scientists reporting R&D as their primary ac-
tivity on campus, compared with the next highest such

increases of 23.9 percent by engineering Ph.D.'s and
22.5 percent by mathematics Ph.D.'s.

The S/E doctoral faculties of the Nation's 4-year institu-
tions also held, in general, higher rank in 1985 than in
1981. (See appendix table 2-21.) In 1985, proportionately
more doctoral faculty members held the rank of full pro-
fessor than in 1981 in all large fields except computer
science and engineering. Fields experiencing increases in
the proportions holding the rank of full professor display
in general decreasing proportions holding either associ-
ate or assistant professor status. Only computer science,
mathematics, and engineering showed increases in the
proportions holding assistant professorships in 1985 over
1981, because of the more recent growth and increased
new hiring in these fields.

The age distributions of doctoral faculties reflect the
increases in academic rank discussed above. (See appen-
dix table 2-19.) In all fields combined, the proportions
younger than 40 years have decreased since 1977. When
observed field by field, mathematical scientists and engi-
neersas might be expected from the recent growth of
these fieldshave shown slight increases in the propor-
tions of doctoral faculty 30 years or younger. The com-
puter/information sciences, which might for the same
reason also have been expected to show an increasing
proportion of relatively younger faculty, have in fact expe-
rienced a decrease in the proportions of faculty under 40
years and significantly increased the proportion between
40 and 49 and more than 60. This unexpected trend in age
distribution may be because of the reputed large amount
of field switching into computer science from other
fields.
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Science and Engineering Workforce

HIGHLIGHTS

Employment in science and engineering (SIC) jobs reached
3.9 million in 1986, an average annual increase of 6.3 percent
per war since 1976. During this period, employment of
scientists grew at a faster rate than that of engineers
(7.1 percent per year versus 5.8 percent). Growth in
scientific employment was greatly influenced by com-
puter specialists, however, who accounted for about
two-fifths of the total increase in scientific Jobs. (See
pp. 53-54.)

Private hilts! rovided employment for 66 percent (2.6
million) of the N n's scientists and engineers in 1986, up
from 62 percent (,.3 million) ;n 1976. Educational institu-
tions ranked a distant second with 15 percent (0.6
million) of all S/E employment. Almost 70 percent of
those employed in industrial S/E were engineers,
while scientists represented more than 84 percent of
S/E employment in academia. (See pp. 55, 58.)
Although th, percentage of women scientists and engineers
in the workforce has steadily increased since 1976, women
employed in S/E remained underrepresented in 1986, ac-
counting for onl!, 3 percent of the science and engineering
workforce. By comparison, women represent almost
one-half of the total U.S. workforce. (See pp. 61-63.)

Blacks remained undewpresented in the S/E workforce in
1986, accounting for only 2.5 percent of all scientists and
engineers, In contrast, blacks make up 10 percent of
total U.S employment and 6 percent of the professional
and related workforce. (See pp. 63-64.)

The more than 4.6 million scientists and engineers'
employed in the United States in 1986 contribute in
countless ways to the welfare and technological progress
of the Nation. They are essential to the functioning of our
advanced industrial society and have an impact on so-
ciety disproportionate to their numbers.

The past decade has witnessed a substantial growth in
demand for workers in science and engineering ac-
tivities. New and expanded programs in research and
development (R&D), defense, health, and higher educa-

'See appendix table 3-1. In general, a person is considered a scientist
or engineer it (1) the highest degree held is in a science or engineering
field, and (2) the person is either employed in a science or engineering
job or professionally identities himself or herself as a stlentist or engi-
neer based on total education and work experience.
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Labor market indicators suggest that in 1986 thew was gener-
ally sufficient demand to accommodate the science and engi-
neering workforce. This was characterized by the high
labor force participation rate (94.5 percent) and low
unemployment rate (1.5 percent) for scientists and
engineers. (See p. 64.)

High-technology industrial growth and the increasing use of
high-teclniology goods and services in the ecmionly as a whole

lead to increasing demand for scientists and engineers in
industry. Demand for S/E personnel is expected to in-
crease by 36 percent between 1986 and 2000, with the
highest anticipated growth expected for computer spe-
cialists (76 percent) and the lowest for chemists (11
percent). (See pp. 67-68.)

The supply of ?len, science and engineering graduates may
decline ove,- the next decade because ofan expected decrease iii
the college-age population. Increased participationby
women and minorities in undergraduate S/E programs
and/or expanded enrollment of older students and
foreigners may be required to eliminate potential
shortages of new S/E graduates. (See pp. 64, 68-70.)
The United States has a higher proportion of scientists and
engineers in the labor force than has japan (2.8 percent as
compared to 2.5 percent). In addition, the U.S. participa-
tion of women in S/E is 2.5 times greater than that of
Japan. The United States is also graduating more engi-
neers at both the bachelor's and doctorate degree lev-
els. (See pp. 70-72.)

Lion all contributed to this growth. There has also been a
shift in this decade in the industrial demand composition
for SIE personnel as nonmanufacturing industries begin
to overtake manufacturing ones as the major employ-
ment sector.' These changes have been generally accom-
plished through a flexible labor force and educational
system capable of providing the personnel and training
required, an increasing utilization of foreign - origin per-
sonnel has also been a significant factor.'

While there were substantial shortages for many S/E
occupations in the early 1980's,' there was, by 1986, a
sufficient supply of scientists anc engineers to meet most

'See NSF (1987a), back cover.
'NSF (1986a), p. 37
'NSF (1986b), back (over



of the industrial sector's needs. Within the academic sec-
tor, however, low rates of faculty retirement and declin-
ing rates of growth in institution size have produced a
progressively older science and engineering academic
commumty.s Another persistent problem is a continuing
shortage of Ph.D.'s for employment in engineering
schools.' Since these patterns are not likely to change in
the near future, there is some concern as to the ability of
colleges and universities to maintain the high caliber of
S/E research and education.

This chapter reviews trends in utilization patterns of
scientific and technical personnel, examines the dynam-
ics of the supply of scientists and engineers, discusses
recent labor market conditions, and presents forecasts of
requirements through the 1990's.

UTILIZATION OF SCIENTIFIC AND TECHNICAL
PERSONNEL

Trends in S/E Employment
Trends in the utilization of scientific and technical per-

sonnel, when reviewed against the backdrop of other
economic developments, provide indicators of national
priorities in assigning human resources to science and
technology. In the last decade, employment of those in
sc:.:nce and engineering jobs has grown more rapidly
than have total U.S, employment and overall economic
nativity: this indicates substantial shifts in national ac-
tivity patterns toward those related to science and tech-
nology. Moreover, this growth has been shared by all S/E
occupations, particularly computer specialties. The pro-
portion of scientists and engineers employed by the in-
dustrial and educational sectors has continued to in-
crease, while the percentage working in the Federal
Governi.,ent and other sectors has declined.

It is useful to distinguish between the employment of
those who are considered scientists and engineers be-
cause of their education and experience and the employ-
ment of those who have jobs in S/E. For a variety of
reasons (mostly "voluntary" ones, such as better pay,
promotions, and location preference), some scientists
and engineers hold jobs outside their own or related
fields. Of the approximately 4.6 million employed scien-
tists and engineers in 1986, 15 percent (700,000) reported
that they held jobs outside of science and engineering;
scientists (23 percent) are more likely than engineers (8
percent) to hold such positions. (See figure 0-10 in Over-
view.) Being employed in non-S/E jobs does not neces-
sarily mean that these scientists and engineers are under-
utilized (see p. 65), since their training and education may
provide valuable insights on their nontechnical activities.
Trends in the numbers of persons employed in science
and engineering work relative to all U.S. workers or other
economic variables are direct indicators of national pri-
orities for technical compared to nontechnical activities.

`Paula Stephan, as reported in Cunningham (1986), p 6
6Doigan (1984), pp. 50-55.

The recent emphasis on increasing defense expen-
ditures, levels of research and development expen-
ditures, and growth in demand for high-technology
goods and services all would suggest that ST employ-
ment would be expected to claim a higher proportion of
overall U.S. employment. The 1986 data confirm this
premise, as the U.S. workplace continues its trend of
putting greater emphasis on scientific and engineering
activities. Between 1976 and 1986, the number of those
employed in S/E jobs expanded at a substantially faster
rate than did either total employment or overall economic
activity as measured by gross national product (GNP).
(See table 0-1 and figure 0-9 in Overview.)

During the last decade, the S/E workforce' nearly dou-
bled, increasing four times as rapidly as total U.S. em-
ployment. Science and engineering employment grew by
6.3 percent per year between 1976 and 1986, reaching
almost 4 million. (See figure 0-11 in Overview.) In the
same period, total U.S. employment increased by 2.1
percent per year;" the share of the total workforce de-
voted to science and engineering increased from 2.4 per-
cent to 3.6 percent. (See figure 3-1.) Finally, real GNP
increased at an annual rate of only 2.7 percent between
1976 and 1986.

As indicated above, much of the increase in S/E em-
ployment can be attributed to the relatively greater uti-

'Includes only those scientists and engineers employed in science or
engineering jobs, unless otherwise indicated.

"Civilian employment, 16 years of age and over.
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lization of scientists and technical personnel in the econo-
mypresumably because of greater scientific and tech-
nical sophistication of products and production pro-
cesses, Government expenditures for defense and other
programs requiring significant inputs of S'E talent, and
other factors.

Growth in the employment of scientists and engineers
between 1976 and 1986 varied substantially acro3s fields.
Employment in science occupations increased at an aver-
age annual rate of 7.1 percent, reaching more than 1.6
million in 1986. Computer specialists accounted for al-
most two-fifths of the total employment increases among
scientists; if computer specialists are excluded, employ-
ment growth for scientists averaged 5.5 percent per year.
In 1986, 2.2 mil on persons held engineering jobs, repre-
senting an average annual rate of increase of 5.8 percent.
The largest relative growth in engineering was recorded
by electrical and astronautical/aeronautical engineers.
(See figure 0-11 in Overview.) Engineering employment
growth would Probably have been :uglier if not fo the
engineer supply constraints experienced in the late 1970's
and early 1980's.'

The trends observed during the 1976 36 period have
become more pronounced since the early eighties. Be-
tween 1980 and 1986, employment of scientists rose at an
annual rate of 8.4 percent per year. This growth was still
influenced substantially by computer specialists, whose
employment increased at an annual rate of 14.2 percent.
This growth in the number of computer specialists, com-
pared to the much smaller number of people earning
degrees in the field, suggests substantial field mobility.
Excluding computer specialists, employment of scien-
tists increased by 6.8 percent per year. Employment of
engineers also grew at an annual rate of 6.8 percent
during the 1980-86 period. (See appendix table 3-1.)

Employment of S/E doctorate holders reached 400,000'"
in 195'5an increase of 82 percent (5.1 percent per year)
since 973. Since 1981, employment growth of doctoral
scientists and engineers has slowed, however, increasing
by less than 4 percent per year versus 5.7 percent per year
between 1973 and 1981.

While educational institutions have remained the pri-
mary source of S/E doctoral employment, the share of
Ph.D. scientists and engineers employed by industry has
been steadily increasing. Industry employed 31 percent
(126,000) of doctoral scientists and engineers in 1985; this
was from 24 percent in 1973. The 212,000 Ph.D. scien-
tists and engineers in educational institutions in 1985
represented about 53 percent of the employed total,
down from 59 percent in 1973.

Scientists at the doctoral level continued to outnumber
engineers by about five to one in 1985, with growth rates
since 1973 varying considerably by field. The physical
and mathematical sciences experienced below average
annual growth rates, while computer specialties was the

''NSF (1982).

'includes 35,900 doctoral scientists and engineers employed in non-
S/6 activities. All S/E doctorate holders are considered by NSF to be
employed as scientists and engineers, even though they may not be
employed in S/E activities.

fastest growing field of employment. Between 1973 and
1985, Ph.D. employment in this field grew at an annual
rate of more than 15 percent per year, from 2,700 in 1973
to 15,000 in 1985. Almost 60 percent of the increased
employment of doctoral computer specialists took place
in industry; about 31 percent occurred in educational
institutions.

Trends in Science and Technology Activities

Trends in the primary work activities of scientists and
engineers are direct indicators of the character of U.S.
science and technology. These activities are measured by
the number and proportion of those engaged in perform-
ing R&D, teaching, and other activities (see figure 3-2),
and vary considerably by sector of the economy. Between
1976 and 1986, there was a substantial increase in the
relative proportions of scientists and engineers primarily
engaged in production, reporting and related activities,
and teaching. The proportions of those working in de-
velopment rose slightly, while the relative proportions of
those primarily engaged in general management, R&D
management, and research declined.

The number of scientists and engineers primarily en-
gaged in research and development almost doubled in
the 1976-86 period. By 1986, R&D was the primary ac-
tivity of 31 percent of the Nation's scientists and engi-
neers, with an additional 10 percent (about 370,VO)
working in R&D management. Scientists were more like-

Figure 3-2.
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ly than engineers to report research as their primary
activity (17 percent versus 4 percent), while engineers
were more likely to be involved in development and R&D
management (41 percent versus 19 percent). Those hold-
ing S/E doctorates were employed in similar proportions.
In 1985, 33 percent of doctoral scientists and engineers
were working primarily in research and development,
while an additional 9 percent cited R&D management as
their primary activity.

Employment in teaching activities grew at a somewhat
higher rate than did overall S/E employment during the
1976-86 period (8.3 percent versus 6.3 percent per year).
About 9 percent of all scientists and engineers reported
teaching as their primary work activity in 1986, with
scientists more likely than engineers to report teaching as
their principal activity (17 percent versus 2 percent). This
contrast is partially a result of differences in educational
levels: scientists are more likely to hold academic teach-
ing positions than are engineers because a larger propor-
tion of scientists holds doctorates (18 percent versus 3
percent). At the doctoral level, however, 28 percent of
scientists and engineers reported teaching as their pri-
mary work activity in 1985; this was down from 36 per-
cent in 1973. The decline in the proportion of doctorates
reporting teaching as their primary activity is the result of
a shift in the concentration of Ph.D.'s from academia to
industry (see discussion below on sectoral trends), with
the attendant change in work activities.

From 1976 to 1986, production and related activities
including quality controlwere among the fastest grow-
ing S/E work areas, especially for engineers. The number
of scientists and engineers primarily engaged in these
activities rose by an average of almost 9 percent per year
to about 512,800 in 1986 398,500 engineers and 114,300
scientists.

SECTORAL TRENDS IN THE S/E LABOR FORCE

Private industry was the major employer of both engi-
neers and scientists (66 percent or 2.6 million) in 1986,
with engineers more likely than scientists to work in this
sector (80 percent versus 48 percent). Industry also em-
ployed more than 1.6 million S/E technicians as support
personnel. Since 1976, the share of scientists and engi-
neers employed in business and industry has increased
by about 5.0 percent, while declining slightly (1.5 per-
cent) for the Federal Government. In 1986, the education
sector ranked a distant second as an employer of scien-
tists and engineers (15 percent or almost 573,000), em-
ploying 29 percent of all scientists, but only 4 percent of
all engineers. Pee figures 3-3 and 3-4.)

Sectoral changes have been more pronounced at the
doctoral level. Although educational institutions re-
mained the primary employer of doctoral scientists and
engineers in 1985, the proportion employed in this sector
has declined steadily since the early 1970's, while the
industry share has increased. In 1973, 59 percent of all
those holding S/E doctorates were in educational institu-
tions and 24 percent were in business and industry, in
1985, these proportions were 53 percent and 31 percent,
respectively. (See figure 3-5.)

Figure 3-3.
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industry increased by an average of 7 percent per year,
from 1.3 million in 1976 to almost 2.6 million in 1986. (See
figures 3-6 and 3-7.) There was a gradual shift in S/E
employment concentration front the manufacturing to
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Figure 37.
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the nonmanufacturing sector," with the proportion of
scientists and engineers employed in manufacturing in-
dustries declining from more than 57 percent in 197712 to
about 55 percent in 1986. Of the scientists and engineers
employed in industry in 1986, about 45 percent worked
in the nonmanufacturing sector. (See figures 3-8 and 3-9.)

Much of the increase in S/E employment in the non-
manufacturing sector can be attributed to tit- rapidly
expanding workforce of the service-produong Indus-
tries, changes in S/E employment within the manufactur-
ing sector, on the other hand, are almost entirely ex-
plained by structural change. Even though manufactur-
ing industries experienccl little or no growth in total
employment levels between 1977 and 1986, science and
engineering employment in this sector increased by an
average of 4.9 percent per year. This growthprimarily
because of the increased dominance of engine-, s, com-
puter specialists, and mathematical scientists" within
these industriesreflected a shift away from the labor-
intensive production atmosphere the seventies to the
more "high-tech" and knowledge-intensive environment
of the eighties.

Employment of S/E technicians became increasingly
more prcminent between 1977 and 1986, increasing from
0.9 million in 1977 to more than 1.5 million in 1986 (5.A
percent growth per year). Almost 80 percent of the in-
crease occurred in the nonmanufacturing sector, again
primarily because of the high concentration of service-
producing industries in that sector. Computer program-

"See NSF (19871), back cover.
"Earn, ,t year in which data were available.
"Zampelli (1986).
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mer, electrical/electronics technician, and mechanical
technician employ ment all showed substantial gains.
(See figure 3-10.)

The shifts in industrial demand for scientists, engi-
neers, and technicians over the last decade are the result
of sweeping changes in industry makeup. Between 1976
and 1986, total private nonagricultural employment in
the United States grew by almost one-third from 64 mil-
lion to 83 million. This entire growth was in nonmanufac-
turing, more notably in non-blue-collar, jobs. Howevti,
even though total manufacturing employment did not in-
crease during this period, manufacturing production (as
measured by the industrial production index) rose by
almost 40 percent."

This separation of manufacturing production from
manufacturing employment illustrates the transition
from mid-1970's labor-intensive industries to 1980's
knowledge-intensive industries. For example, it has been
estimated that the manufacturing costs of the semicon-
ductor microchip are about 70 percent knowledgethat
is, research, development, and testingand no more
than 12 percent labor. Similarly, for prescription drugs,
labor represents only 15 percent of the cost, with knowl-
edge representing almost 50 percent.' By contrast, in the
most fully automated automobile plant, labor would still
account for 20 to 25 percent of the costs.'"

"Council of Economic Advisers (1987), p. 296.
"Drucker (1986), p. 778.
'6lbid.
"Ibid.
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For the last 15 to 20 years, almost the entire shrinkage
in manufacturing jobs in the U.S. has occurred in the
large companies, beginning with the steel and auto-
mobile industry giants. Medium- and small-sized man-
ufacturers have held their own or even added employees.
Other developer'. countries, including Japan, have also
been experien,mg this reversal of the dynamics of size.

While the transition to a high-tech workforce over the
last decade hPs been accompanied by increasingly greater
demands for workers with S/E skills, the . supply of such
workers has not always been sufficient to meet industry
needs. As noted previously, in the late 1970's and early
1980's many firms reported employee shortages in most
engineering fields and computer specialties; however, by
1986, there appearedin generalto be a nearly ade-
quate supply of scientists and engineers. This balance
has been brought about in par- by field switching and a
high reliance on foreign S/E personnel.°

Educational Institutions

Overall demand for scientists and engineers in edaca-
tional institutions''' kept pace with the rate of the econo-
my's growth in demand, increasing from 13 percent in
1976 to almost 15 rrcent in 1986. The ratio of scientists to
engineers also remained constant at about 6 to 1. Of the
approximately 573,000 scientists and engineers working
in educational institutions in 1986, almost 84 percent
were employed in scientific fields; one-half of these were
either life scientists or social scientists. Of the 91,000
engineers in this sector, 17,000 were mechanical engi-
neers and 25,000 were electrical/electronics engineers.
(See figure 3-11.)

In general, academia experienced the same increasing
demand for technical staff as did industryespecially for
employees with engineering or computer science de-
grees. Moreover, because some universities and colleges
in the early 1980's were unable to compete with the
salaries offered by private industry, they lost faculty
members in certain high demand engineering posi-
tions.' Lacking graduate candidates to fill these posi-
tions, educational institutions have increasingly relied on
foreign academics (as in industry) to maintain their staff-
ing levc's.2'

Federal Government

While the Federal Government was the largest single
eiirployer of scientists and engineers in the United States
from 1976 to 1986, the proportion of scientists and engi-
neers it employed declined in those years from 10.0 per-
cent to 8.5 percent. In 1986, more than 54 percent of the
334,200 Federal scientists and engineers were employed

"NSF (1986b), back cover.
'See chapter 5, 'Academic R&D and i3asic Research: Patterns of

Performance:
Hansen (1985), p. 6.

'NSF (1986a), p. 36.

58

Figure 3-11.
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in educational institutions, by field:
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in engineering occupations, of which almost one-half
were eitner electrical/electronics or civil engineering. Of
the 153,500 scientists in the Federal Government, 40,200
were life scientists and 32,100 were computer specialists.

Fedcral employment was more tecf-nologically inten-
sive than the overall workforce: about 14 percent of all
Federal white-collar employees worked in S/E occupa-
tions, compared to only 6 percent of total U.S. white-
collar employment.22 The Department of Defense (DoD)
employed almost one-half of all Federal scientists and
engineers, with the D "partment of Agriculture ranking a
distant second (12.0 percent)''

Other Sectors

Of the 423,700 scientists and engineers not employed
in the above sectors in 1986, almost one-half (214,600)
worked for State and local governments while 34 percent
(143,900) were employed by nonprofit institutions. The
remaining 16 percent were either in the military or other
organizations.

"NSF (1987b).
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DEMOGRAPHIC TRENDS: EDUCATIONAL
ATTAINMENT

Bachelor's and Master's Degrees
Partly in response to a perceived growth in employ-

ment opportunities, the number of college degrees
awarded in engineering and computer science increased
between 1976 and 1986. S/E graduates during this period
benefited from higher employment rates. The proportion
of bachelor's degree recipients employed in S/E occupa-
tions rose from 45 percent to 64 percent; S/E employment
of master's degree recipients increased from 77 percent to
84 percent. (See figure 3-12.)

The strong demand for graduates in computPr science,
engineering, and mathematics was consistent with the
high levels of employment in S/E occupations. Although
there was substantial variation among fields, acquisition
of a master's degree generally provided more S/E employ-
ment opportunities. While at least 90 percent of master's
degree recipients in most major fields were employed in
S/E occupations, the rates for life and social sciences were
considerably lower-81 percent and 56 percent,
respectively.='

In general, the S/E employment rates for men were
higher than those for women at both the bachelor's and

2.11\1SF (1988a).

Figure 3-12.
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master's degree levels. The concentrations of each sex in
particular fields contributed to some of the difference in
rates. For instance, the low S/E employment rate in the
social sciences coupled with the concentration of women
in these fields effectively lowered the average employ-
ment rate. Moreover, the high S/E employment rate in
engineering in which men were predominanthad the
effect of raising men's average SiE employment rate.

The continuing high demand for computer specialists
exceeded the supply of computer science majors and
attracted graduates from other SiE fields, especially
mathematics and engineering. In 1986, about four-fifths
of both the bachelor's and master's degree recipients
working as computer specialists were computer science
graduates; this was an increase over 1984 levels, when
about two-thirds of the oachelor's and master's degree
recipients had computer science: degrees. The rising
share reflects the rapid increase in the number of degrees
awarded in computer science. (See figure 3-13.)

Figure 3-13.

Degree field of 1984 and 1985 science/engineering
graduates working as computer specialists in 19e6
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Industry continued to be the major source of employ-
ment opportunities for new SIE graduates in 1986,
providing jobs for 66 percent of those with bachelor's
degrees and 56 percent of those with master's degrees.
Educational institutions employed only 7 percent of the
bachelor's and 15 percent of the master's, whip the gov-
ernment sector (Federal, State, and local) accounted for
between 12 and 16 percent of each group. Individuals
with degrees (both levels) in the physical sciences, math-
ematics, engineering, and computer science were more

59 7 :1.



likely to be working in industry; recipients of degrees in
other fields were more evenly distributed among the
employment sectors.

Doctorates

In 1985, employed science and engineering doctorate
holders in the United States numbered more than
400,000; this represented an increase of 82 percent since
1973.1 he proportion of S/E doctorate holders employed
in non-S/E jobs increased steadily during this period,
from 6 percent in 1973 to 8 percent in 1985.

Increases it employment among doctoral scientists
and engineers varied substantially among fields between
1973 and 1985. (See figure 3-14.) Employment of com-
puter specialists increased by an average of 15.4 percent
per year during this period, by contrast, overall employ-
ment of Ph.D. scientists and engineers increased at a rate
of 5.1 percent. Physical and mathematical scientists
showed much slower growth rates (2.8 percent per year
each). Employment of social scientists increased by 6.7
percent per year, primarily because of rapid growth in a
number of relatively small social science fields includ-
ingfor examplecommunications, political science,
and public policy and administration.

Employment growth of science and engineering docto-
rate holders has not been uniform. Engineering employ-

Figure 3-14.
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Inen t increased at a slightly faster rate than for scientists
(6.3 percent versus 5.7 percent per year) between 1973
and 1981. Since 1981, however, employment growth in
most S/E doctorate fields has slowed, with employment
of Ph.D. scientists increasing at an average rate of 3.9
percent per year compared to 3.7 percent per year for
doctoral engineers. (See figures 3-15 and 3-16.)

Figure 3-15.
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Scie a &Engineering Indicates 1987

A trend toward norncademic employment of S/E doc-
torate holders began in the early 1970's. Between 1973
and 1985, employment of doctoral scientists and engi-
neers in industry increased more than twice that in the
other sectors-142 percent versus 64 percent. Employ-
ment of S/E doctorate holders in business and industry
continued to increase sharply between 1981 and 1985, at
an annual rate of 6.1 percent versus 2.9 percent for all
other sectors combined. The educational sectoral-
though continuing as the primary employer of doctoral
scientists and engineersshowed an increase in doctoral
S/E employment of only 3.2 percent per year between
1981 and 1985. The share of doctoral scientists and engi-
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neers employed by business and industry, as compared
with total employment of Ph.D. scientists and engineers,
thus increased from 24 percent in 1973 to almost 32
percent in 1985. The slow growth rate of doctoral S/E
employment in the academic sector during this period
contributed to a reduction in its share of doctoral employ-
ment, from 59 percent in 1973 to less than 53 percent in
1985.

Between 1981 and 1985, industry employment of doc-
toral engineers increased at a slightly slower pace than in
the academic sector (4.5 percent versus 4.8 percent per
year), reversing the trends observed between 1973 and
1981. In contrast, Ph.D. scientist employment increased
at an annual rate of more than 7 percent per year in
Industry between 1981 and 1985, but by only 3 percent
per year in the academic sector.

The sectoral shifts in StE Ph.D. employment between
1973 and 1985 were accompanied by a change in work
activity patterns. During this period, for example, the
proportion of doctoral scientists and engineers reporting
teaching as their primary activity declined from 36 pin--
cent to 28 percent; this directly correlates to the shift to
nonacademic employment. Management also declined
in relative importance, decreasing from 21 percent to 17
percent. R&D activities remained stable, while a sharp
increase occurred in activities related to such industrial
applications as sales, production, and quality control.
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These activities accounted for 19 percent of the S/E doc-
toral workforce in 1985, up from 9 percent in 1973. (See
figure 3-17.)

WOMEN IN SCIENCE AND ENGINEERING

Although women have made substantial gains in sci-
ence and engineering employment over the last decade,
they remained underrepresented in the S/E workforce in
1986. However, the 526,700 women scientists and engi-
neers then employed represented about 13 percent of all
scientists and engineers, up from 8 percent in 1976. On
the other hand, women now constitute almost one-half
of overall U.S. employment. These proportions reflect
the fact that, historically, women's participation in pre-
college science and mathematics courses and in under-
graduate and graduate S/E education is below that of
men. The tinderrepresentation of women varies between
scientists and engineers: they accounted for almost 26
percent of scientists, but only 4 percent of engineers in
1986.

Although there has been dramatic growth in the em-
ployment of women scientists and engineers, they are
still ritore likely than men to be both unemployed and
underemployed. The unemployment rate for women sci-
entists and engineers in 1986 ;2.7 percent) was double the
rate for men (1.3 percent). Women were also about three
times as likely as men to report that they were under-
employed (6 percent versus 2 percent); that is, working



part-time when full-time work is preferred, or working
involuntarily in a non-S/E job.

Regardless of field, women scientists and engineers
are less likely than men to be employed in industry or in
the Federal Government. They are, however, more likely
than men to work in State and local governments, non-
profit organizations, and academic institutions. Because
of the more rapid increase in the employment of women,
they are generally younger than their male colleagues
and have fewer years of professional experience. In 1986,
about three-fifths of the women and one-fourth of the
men reported fewer than 10 years of professional
experience.'s

Years of experience may affect several labor market
variables. For example, women scientists and engineers
in industry are less likely than men to hold management
positions; in academia, they are less likely than men to
hold tenure or be in tenure-track positions. However,
women hold assistant professorships and nonfaculty
positions more than twice as often as menthis is about
the same proportion as in 1977."

Women scientists and engineers also report salaries
below those for men, with the smallest difference among
those with less than 10 years' experience. 27 In fact, the
average salaries earned by new S/E graduates are now
about the same for both sexes in all fields.' The lower
average salaries of women scientists and engineers with
more than 10 years' work experience presumably reflect
fewer opportunities for advancement.'

Women's S/E participation varies considerably by field.
For example, among scientists, women represented 42
percent of all psychologists in 1986, but only about 13
percent of physical and environmental scientists. (See
figures 0-12 in Overview and 3-18.)

Since the mid-1970's, however, the field distribution of
employed women scientists and engineers has changed,
reflecting differing growth patterns across S/E fields. The
most notable changes were observed for computer spe-
cialists, engineers, and social scientists. Between 1976
and 1986, employment of women computer specialists
increased more than sixfold (from 21,000 to 128,000); by
1986, 24 percent of women scientists and engineerswere
computer specialists, up from 12 percent in 1976. The
number of women in engineering quadrupled, growing
at an average annual rate of almost 16 percent per year;
moreover, the proportion of women in S/E who are engi-
neers rose from 11 percent to almost 18 percent. During
the 1976-86 period, employment of women social scien-
tists increased by 65 percent, much less than the overall
growth of women in all S/E fields. As a result of this slow
growth, the proportion who were social scientists de-
clined from 31 percent to 18 percent. (See figure 0-13 in
Overviw.)

Employment of doctoral women more than tripled be-
tween 1973 and 1985. The fields with the greatest relative
growth of women doctorate holders were engineering

"NSF (1988c).
'Wetter (1987), p. 7.
'NSF (1988c).
'NSF (1988a).
NSF (1988c).
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in which employment of women increased from 100 in
19'/3 to 1,500 in 1985and computer specialtiesin
which employment increased from 100 to 1,600 during
the same period. Despite rapid growth in these fields,
only about 5 to 6 percent of the women holding docto-
rates were computer specialists or engineers in 1985.
More than 80 percent of the increase in the employment
cf women doctoral scientists and engineers took place in
three major fields: life sciences, social sciences, and psy-
chology. The field distribution of women with docto-
rates, however, did not change greatly over the 1973-85
period: women were somewhat more likely to be social
scientists or computer specialists and less likely to be
mathematical or physical scientists in 1985 than in 1973.
(See figure 3-19.)

Despite the continuing disparity in academic rank,
salary levels, and unemployment rates, women scientists
and engineers have made ir.-,portant strides in increasing
their participation at every degree level and in every field
and employment sector. Moreover, an increasing propor-
tion of precollege women are taking high school courses
in science and mathematics that are essential in electing
to pursue a science career."'

The past 10 years have seen an esp'cially dramatic
increase in the number of women enrolling in and gradu-
ating from engineering schools. In 1983, women repre-
sented approximately one-fifth (17.0 percent) of the be-
ginning engineering students nationally, as compared to
4.6 percent in the early 1970's.3' High school guidance

31' Vetter (1987), p. 8.
31agacinski and L ,old (1985), p. 204.
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counselors today are neuch more likely to suggest an
engineering career fora female student; the most popular
career guidance instrument thy itrong-Campbell Inter-
est Inventorynow includes a.nong its career scales
both male and female engineer scales. In addition, many
colleges and universities sponsor programs to recruit
talented female high school students for engineering
careers."

MINORITIES IN SCIENCE AND ENGINEERING

Over the last decade, minority groups in the United
States have achieved substantial gains within the science
and engineering workforce. The number of blacks, Asi-
ans, Hispanics, and native Americans employed as scien-
tists and engineers has more than doubled .-tince 1976,

increasing faster than white S/E employment (110 per-
cent versus 82 percent). Of the 363,000 minority scientists
and engineers working in 1986, more than one-half
(199,000) were Asian, while about 5 percent (13,700) were
native American.' Blacks and Hispanics." represented
about one-fourth (87,900 and 74,900) of the minority S/E
workforce, respectively. (See figure 0-14 in Overview.)

32Jagacinski, Linden, and Lebold (1985), p. 23.
'NSF (1988c)
"Includes members of all racial groups.
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Blacks and Hispanics have historically been under-
represented in the science and engineering workforce,
while Asians have been strongly attracted to these ca-
reers and native Americans have held a proportionate
share. In 1986, blacks accounted for only 2.5 percent of
employed scientists and engineers. In contrast, they rep-
resented 10 percent of total U.S. employment and almost
6 percent of those employed in the professional and
related workforce. Asians, on the other hand, repre-
sented less than 2 percent of the U.S. labor force, but
almost 6 percent of all scientists and engineers. In the
same year, Hispanics represented about 2.1 percent of
employed scientists and engineers, while comprising5.0
percent of all employed persons. Native American scien-
tists and engineers represented somewhat less than 1
percent of total S/E employment; this was roughly equiv-
alent to their participation in the overall U.S labor force.

S/E field representation varied significantly among the
racial/ethnic groups. Asians were the least likely to be
employed in the environmental and behavioral sciences,
while blacks were generally more likely to work as social
scientists and life scientists. The proportions who were
engineers in 1986 ranged from 42 percent of the blacks to
64 percent of the Asians. In comparison, 59 percent of the
whites were engineers. Since 1976, blacks have moved
away from engineering and toward the social sciences
and computer specialties; among Asians, proportional
increases have occurred in engineering and computer
specialties.

Black and native American scientists and engineers
were as likely as whites (29 percent) to hold management
positions in 1986; in contrast, Asians (22 percent) and
Hispanics (26 percent) were less likely to report manage-
ment or administration as their primary work activity.3"
For those employed in educational institutions,' both
blacks and Asians AA zre less likely than whites to hold
tenure or bt. in tenure-track positions. Native Americans
were more likely to hold tenure or be in tenure-track
positions than were whites, and Hispanics were almost
as likely as all scientists and engineers to hold tenure or
be in tenure-track positions.

Salari ;s earned by black and Hispanic scienti-is and
engineers in 1986," were, on average, below those
earned by whites, Asians, and native Americans. While
salaries for both Asians and native Americans were above
those for their white colleagues in 1986, salaries for blacks
averaged 81 percent of those for whites. Hispanics
earn, d about 90 percent of the salaries paid across all
racial/ethnic groups.

Generally, minorities in S/E are more likely than white
scientists and engineers to be unemployed and under-
employed, and less likely to work in S/E jobs." For exam-
ple, while the unemployment rate for whites in 1986 was
1.5 percent, unemployment among Wad, and Asian sci-
entists and engineers averaged around 2.8 percent. Only

'Percentages include scientists and engineers employed in non-S/E
activities.

'NSF (1988c).
"Ibid.

'Ibid.
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2.4 percent of the Asians reported that they were under-
employed in 1986, compared to 2.5 percent of the whites;
however, 5.5 percent of the blacks reported under-
employment. The proportions of employed scientists
and engineers working in S/E fields ranged from 79 per-
cent of the native Americans to 77 percent of the blacks
and 88 percent of the Asians.

While minority participation in the science and engi-
neering workforce has risen steadily since 1976, in-
creasingly greater numbers of S/E graduates from these
groups may be required over the next decade.'" While the
general college-age population is predicted to decline in
the 1990's, the proportion of blacks, Hispanics, Asians,
and native Americans in the 18- to 24-year-old age group
is expected to increase. The role of minority groups in the
S/E workforce could thus expand significantly.

SUPPLY AND DEMAND FOR S/E PERSONNEL
LABOR MARKET INDICATORS

Demographic statistics on S/E employment trends
alone do not indicate whether the current supply is suffi-
cient to meet the economy's needs. Recent concerns over
shortages of engineers and computer specialists and
about suitable job opportunities for some scientists sug-
gest a potential maldistribution in the S/E labor market
and a need for indicators to assess supply and demand
conditions. Standard labor market indicators of supply
and demand conditions include labor force participation
and unemployment rates. The S/E utilization rate also
helps in assessing both the market for science and engi-
neering jobs and the extent to which those with S/E
training are utilizing their skills. While no single statistic
can provide a firm basis for measuring shortages or sur-
pluses of scientists and engineers, some statisticswhen
analyzed togetherallow a meaningful inference about
the S/E labor market condition.

Labor Force Participation Rates

The S/E labor force includes scientists and engineers
who are employedeither in or outside of science and
engineeringand those who are unemployed but seek-
ing employment. In 1986, approximately 95 percent of
the S/E population were in the labor force, with scientists
and engineers equally likely to be working or seeking
employment. Participation rates were about equal for
men and women (95 percent versus 94 percent), with
only a slight variation among major fields.

Unemployment Rates
A standard measure of labor market conditions is the

unemployment rate, which measures the proportion of
those in the workforce who are not employed but seeking
work. In the last decade, scientists and engineers have
been steadily improving their labor market position, out-
performing both the general labor force and all profes-
sional and related workers. In 1976, the unemployment

'Finkbeiner (1987), p. 17.

rate for scientists and engineers was 3.0 percent com-
pared to 3.2 percent for all professional and technical
workers and 7.7 percent for the entire U.S. workforce. In
1986, these rates had fallen to 2.0 percent and 7.2 percent
fu all professional and technical workers and the total
workforce. S/E unemployment fell at a faster rate, declin-
ing to 1.5 percent in 1986. (See figure 3-20.)

While almost all scientists and engineers who wanted
jobs in 1986 were employed, the level of unemployment
among the different S/E fields varied considerably. En-
vironmental scientists posted the highest S/E unemploy-
ment rate at 4.4 percent; computer specialists experi-
enced the lowest rate at 0.8 percent. Of engineering
occupations, petroleum engineers showed the highest
unemployment rate at 3.4 percent.

S/E Employment Rate

The S/E employment rate measures the extent to which
employed ;cientists or engineers have a job in science or
engineering. Depending on the specific reasons for non-
S/E employment, a low S/E employment rate could be an
indicator of underutilization. Factors relating to non-S/E
employment include lack of available S/E jobs, higher pay
for non-S/E employment, location, or preference for a job
outside of science or engineering.

In 1986, the S/E employment rate wa,d5 percent (down
slightly from 91 percent in 1976), with the rate for engi-
neers (92 percent) substantially above that for scientists
(77 percent). S/E employment rates ranged within science
fields from 61 percent in the social sciences and 78 per-
cent in the computer specialties, to 87 percent in the
environmental and physical sciences. The relatively low
S/E employment rate for computer specialists suggests
that a substantial number may be applying their skills to
commercial activities rather than to more traditional S/E
activities such as research and development.

S/E Underemployment

Although unemployment rates of scientists and engi-
neers are relatively low compare-I with rates for the gen-
eral population, those who are employed may be
underemployed. Working in a non-S/E job or working
part-time may indicate underemployment, depending
on the reasons for such employment. To help measure
the extent of potential underemployment, the S/E under-
employment rate was developed. This rate is defined as
those who are involuntarily working in non-S/E jobs or
involuntarily working part-time as a percent of total
employment.

The underemployment rate for scientists and eng"
neers in 1986 was 2.6 percent, with scientists much m .
likely than engineers to be underemployed (4.3 percent
versus 1.0 percent). Among scientists, social scientists
and psychologists (7.2 percent and 5.7 percent) are more
likely than physical scientists and computer specialists
(1 9 percent and 2.5 percent) to be underemployed. Un-
deremployment among engineers ranged from 0.4 per-
cent for nuclear engineers to 2.0 percent for mining
engineers.
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S/E Underutilization
To derive a more comprehensive indicator of potential

underutilization, figures for those who are unemployed
and those who are underemployed may be combined
and expressed as a percei t of the labor force. In 1986, the
derived underutilization rate for scientists and engineers
was 4.1 percent. The rate for scientists (6.1 percent) was
almost three times that for engineers (2.2 percent);
among scientists, the highest underutilization rates were
reported for environmental scientists and social scien-
tists (roughly 10 percent each). Petroleum and chemical
engineers posted the highest rates among engineering
occupations, at about 5 percent each.' (See figure 3-21.)

Shortages of S/E Personnel
Employer success in meeting staffing requirements is

another direct indicator of S/E supply and demand labor
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market imbalances. In 1985, relatively few industrial em-
ployers reported -1- ortages r` scientists and engineers.
The only fields witn as mi. _n as 15 percent of their em-
ployers reporting shortages were electronics engineer-
ing, nuclear engineering, and electrical engineering.*
This is in marked contrast to the labor market of 1981,

when one-half or more of most engineering and com-
puter specialties field employers reported shortages.°

Engineering schools in the U.S. have reported what
may be considered st rious and persistent shortages of
faculty. In 1986, almost 9 percent of authorized full-time
engineering faculty positions were unfilled; moreover,

"The underutilization rate as derived here is only a partial measure,
since it does not take into account the number of soenticts and engi-
neers who may have jobs requiring skills below those they actually
possess.

"Market Facts, Inc. (1986), p. 3.
"NSF (1982).
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many institutions stated that the authorized levels would
be higher if it were possible to fill such positions." Engi-
neering faculty shortages are grounded in the long-term
decline in engineering doctorates awarded to U.S. cit-
izens (see the discussion below on the S/E pipeline) and
increasing demand for engineering Ph.D. holders in the
industrial sector. (See the previous section on
doctorates.)

Overview

The employment indicators discussed above suggest
that the labor market situation for scientists and engi-
neers i-ias been favorable. It can, for example, be inferred
from the relatively high S/E ation rates and low
S/E unemployment rates that in 1986 there was generally

"NSF (198813).
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sufficient demand to accommodate th S/E labor force. In
addition, the low levels of shortages reported by indus-
trial employers in 1985 would indicate that the S/E labor
force is in generalwith the single exception of engineer-
ing Ph.D.'snearly sufficient to meet the economy's cur-
rent demands. For now, there appears to be a rough
balance betwei n supply and demand for science and
engineering personnel.

The positive balance between supply and demand for
S/E personnel has been accomplished, however, through
meanf other than new S/E graduates with fully appropri-
ate training in their occupational fields. Substantial oc-
Lupational mobility (with attendant possible quality
wsto") and increasing reliance on foreign-origin person-
nel (native-born U.S. citizens declined from 90 percent of
the S/E labor force in 1972 to 83 percent in 198246) have

45Dauifvnt."ach and Finn (1984).
'NSF (1986a), p. 39.



been largely responsible for the supply/demand equi-
librium in the science and engineering labor market.

PROJECTED DEMAND

Short-Term Outlook
Jverall 1986 labor market conditions for scientists and

engineers indicate favorable job prospects for the re-
mainder of the 1980's, however, recent events, a., outlined
below, may severely affect the number of anticipated
employment opportunities in certain fields and
industries.

The drastic drop in the price of crude oil to under $10 a
barrel in 1986and the subsequent closing of numerous
oil refineries and related production facilitieshas had a
profound effect on petroleum-related S/E employment
In 1982, nearly 7,000 students at four major southwest
universities University of Oklahoma, Texas A&M Uni-
versity, University of Texas, and Louisiana State Univer-
sitywere pursuing studies in petrereum engineering,
geology, and geophysics. Since that time, however, the
number of students majoring in these fields has declined
annually.47 Professors at each school have expressed con-
cern that the fall of 1986 will mirror the fall of 1982and
that, just as the supply of graduates in 1986 exceeds
demand, too few will graduate in 1990 to meet what
many experts predict will be heightened demand 4 years
hence.48

Electrical/electronics graduates are also expected to ex-
perience short-term difficulty in finding employment
with high-tech companies.'" Between 1985 and 1986, the
electronics industry recorded a 3.4-pe drop in total
employment, representing a decline of about 75,000 jobs
during the year." Component companies, particularly
hit hard in 1986, lost 33,000 jobs or 5.0 percent of their
workforce, computer manufacturers saw their employ-
ment ranks dwindle by 7.4 percent to 418,000. On the
other end of the spectrum, however, the softwarelpro-
gramming sector recorded sizable gains in ,.mployment,
up 20,500 jobs (a 10.4-percent increase) between 1985 and
1986.

Engineering students in 1987 were expected to find
fewer jobs and less opportunity when they graduated.
Between July 1986 and July 1987, the College Placement
Council reported a significant drop in the number of
offers to new bachelor's degree recipients in engineer-
ing.' In addition, a recent poll of 761 employers found a
slight tapering off in overall demand. However, the out-
look for computer science, mathematical science and
electrical /electronics engineering graduates was still the
highest in terms of supply/demand ratios."

"Commission on Professionals in Science and Technology (1986),
p. 4.

'American Electronics Association, as reported in Commission on
Professionals in Science and Technology (1986), p. 5.

'U.S. Department of Labor, Bureau of Labor Statistics (1987), pp. 68,
77, 203.

"College Placement Council Salary survey (1987).
"Shingleton and Scheetz (1986), p. 15.

67

Long-Term Outlook
Looking ahead to the year 2000, high-technology in-

dustry growth and the increasing use of high-technology
goods and services in the economy as a whole will lead to
the increasing employment of s,ience, engineering, and
technical personnel in industry.c3 The Bureau of Labor
Statistics (BLS) estimates that the net increase in all new
jobs (technical and nontechnical combined) created be-
tween 1986 and 2000 will be in service-producing indus-
tries. Goods-producing industries, in contra are pro-
jected to show virtually no net change in overall
employment levels, as projected increases in con-
struction will be offset by employment declines in mining
and manufacturing.

The computer and data processing industry is pro-
jected to be the fastest growing of all industries in the
economy," providing the greatest number of employ-
ment opportunities for scier. ;e, engineering, and tech-
nical personnel. Underlying this development are the
continued shift toward contracting out various firm oper-
ations and the growth in demand for computer software
and other types of modern business services. Most of the
growth within this industry is likely to occur in program-
ming and software services. The 'nvestment boom in
high-technology products such a, computer-aided de
sign/computer-aided manufacturing (CAD/CAM) and
robotic production techniques projected to occur in the
1990's" will require significant increases in new sc,r, are
development, especially in high-level programming
languages.

While overall employment growth is expected to de-
cline within the manufacturing sector through the end of
the century, the changes in workforce composition that
occurred over the previous decade are expected to con-
tinue into the 1990's. Although projected to show only
moderate employment increases, the computer produc-
tion and semiconductor industries are nevertheless pre-
dicted to be among the leaders in output growth through
the 1990's, increasing at 7.4 and 5.8 percent' per year,
respectively, compared to only 2.4 percent annually for
GNP.' This expected growth will necessitate an in-
creasingly greater emphasis on "knowledge" skills, with
the proportion of labor-intensive workers continuing to
decline.

College and university faculty are expected to decline
overall in the 1990's in response to an expected decrease
in total college enrollments, this in turn will stem &cm a
drop in the traditional college-age population. This de-
cline, in addition to expected low retiremcnts of curient
faculty," may adversely affect academic job prospects in
the near future for scientists. Possible increases in the
proportions of college students enrolling in science pro-
grams could alleviate this situation. (See discussion on
supply, below.) On the other hand, engineering faculty

"Silvestri and Lukasiewici (1987), p. 47
"Personick (1987), p. 39.
"ibid.

p. 34.
"Kutscher (1987), p. 4.
`Finn (1986).



shortages have been persistent, primarily because of a
notable drop (compared to the 1970's) in the number of
American citizens who obtained Ph.D.'s in engineering,
and an increasing proportion of Ph.D. engineers opting
for employment in private industry.

The employment opportunities for scientists, engi-
neers, and technicians are projected to increase substan-
tially between 1986 and 2000, rising by approximately 36
percent, compared to 19 percent for all occupations. This
growth will vary dramatically among fields, however;
computer specialists are expected to experience the
largest employment increase and drafters the smallest.
(See table 3-1.)

Table 3-1. Projected increase in demand between
1986 and 2000 for scientists, engineers and

technicians (SET'S), by field

Field Percent

Total SET fields 36

Total scientists 45

Computer specialists 76
Life 2.
Mathematical 29
Physical 13
Social 36

Total engineers 32

Aeronautical/astronautical 11
Chemical 15
Civil 25
Electrical /electronics 48
Industrial 30
Mechanical 33
Other 24

Total technicians 36

Computer programmers 70
Drafters 2
Electrical/electronics 46
Other engineering 26
Physical, mathematical and life sciences 15

SOURCE: U.S. Department of Labor. Bureau of Labor Statistics. BLS
Monthly Labor Review (September 1987). pp. 51.52
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Engineering employment is expected to increase 32
percent between 1986 and 2000. Much of this increase
w:II occur among electrical/ electronics engineers en-
gaged in developing computers, communications equip-
ment, and defense-related electronic equipment. Me-
chanical and civil engineering employment are also
expected to grow rapidly during this period. Mechanical
engineers will be needed to keep product design and
production methods up to date in support of industry's
desire to remain competitive. Civil engineers will be
needed for additional heavy construction.

Among science occupations, employment of mathe-
matical scientists is projected to grow by 29 percent be-
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tween 1986 and 2000, primarily because of increased sta-
tistical work and mathematical modeling. Chemists, on
the other hand, are expected to increase by only 11 per-
cent, reflecting the massive corporate restructuring of the
chemicals industry in I984-85.'

As stated above, the highest employment growth
among all S/E occupations is projected to be in computer
specialties. The continued expansion of computer and
data processing-related services industries will be accom-
panied by an increasingly greater demand for computer
specialty skills; the number of computer specialists en-
gaged in developing and operating computer based sys-
tems is projected to increase by 76 percent between 1986
and 2000.

SCE technicians are projected to increase 23 percent
between 1986 and 2000 in direct correlation to the em-
ployment trends of corresponding science and engineer-
inr occupations. (See table 3-1.) Computer programmers
are expected to increase by 70 percent during tills period,
keeping pace with computer specialists. However, dif-
ferent rates of change are expect& for the various other
specialties, given the changing demographics of the col-
lege-age population and other factors affecting employ-
ment rate growth/decline within the education sector.

S/E SUPPLY OUTLOOK

The S/E Pipeline

The flows of S/E workers in and out of the labor force
generally serve, as equilibrating marketplace forces bring-
ing silt fly and demand into balance. Such flows signal
future supply conditions for use by persons making ca-
reer plans, handling recruiting activities, planning aca-
demic programs, or developing Federal policies on sci-
ence and technology. There are three direct sources of
flows into and out of the science and engineering work-
forcenew graduate entrants, occupational mobility,
and separations from the labor force. The bulk of supply
changes in the S/E labor market are formed by these
movements. (See figure 3-22.)

New Entrants. New S/E graduates at the bachelor's,
master's, and doctorate degree levels provide the basic
inflow into the science and engineering workforce.
However, the number earning SCE degreesespecially at
the undergraduate levelis not identical to the supply of
new S/E workers. For instance, new S/E bachelor's recip-
ients may choose to pursue graduate education, which
may be a prerequisite for employment in some fields,
rather than immediately enter the labor force. In addi-
tion, some SCE baccalaureate, 'nay enter non uccupa
tions, or may work part-time while pu ing graduate
education on a part-time basis.

In 1986, about 20 percent t f recent S,E bacheloi 's de-
gree recipients were enrolled in furl time graduate. stud-
ies while an additional 11 percent were enrolled on a
part-time basis; corresponding rates of 21 percent and 9
percent were observed among master's degree recip-

"American Chemical Societe (1986), p. 23.
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lents."' Analysis by field shows that labor force demand
inversely affected graduate school enrollment rates. For
example, relatively low full-time enrollment rates of 5
percent to 17 percent were observed in such high-de-
mand fields as engineering, mathematics, and computer
science; rates of 21 percent to 39 percent were observed in
fields showing lower demand, such as the social sciences
and physical sciences.

Occupational Mobility. Experienced workers constitute
the second category of personnel affecting overall
S/E supply. These workers provide a short-term flexi-
bility to the S/E supply system that cannot be met
through recent college graduates. The mobility of these
workers is determined primarily by job opportunities
across various occupations as well as by occupation-
specific characteristics.

The ability of the S/E labor market to respond to unan-
ticipated surges in demand was severely tested over the
last decade by the semiconductor and computer indus-
tries, The initial increase in requirements for people
trained in engineering and computer science far exceed-
ed the expected number of new graduates in these fields.
For a short-term remedy, employers relied on the suc-
cessful importation of scientific and technical talent from
related fields.° The long-term response to the continuing
demand has been increased employer training of current
engineering° and computer personnel as well as a rise in
the number of new S/E graduates in these fields.

"'NSF (1988a).
sq./S. Congress, Office of Technology Assessment (1985), p 6

47Dauffenbach and Finn (1984).
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Swarationzi. The available supply of ST personnel is
reduced by deaths and retirements While separation
rates depend partially on age distribution and life expeL
talky, potentially more immediate and significant effect,
on attrition could Lome from Lhenbes in the length of
time people choose to remain in the Sit labor force. Such
economic conditions as rising inflation rates (affecting a
pension's purchasing power) and the abolishment of
compulsory retirement policies are only two of the fac-
tors that cot.ld lead to postponing retirement. It is diffi-
cult to assess the net effect of these factors on future ST
separation rates.

Outlook
In the 1990's, changing demographics may impose re-

stram6 on the supply of newly trained scit. ntists and
engineers. The smaller birth cohorts of the early 1970'c
will definitely reduce the size of the traditional college-
age population and could possibly reduce college enroll-
ments. In fact, with the population of 18- to 24-year-olds
expected to decline by 23 percent Detween 1980 and
1995' (see figure 3-23) college enrollments could de-
crease by as much as 12 to 16 percent by 1995''' Addi-
tionally, the first waves of the baby boom population that
entered the labor force in the 1960's will begin to retire
These two combined forces may hinder workforce ability
to meet demand increases over the next decade.

On the other hand, a declining college-age population
does not necessarily mean a corresponding decline in the

"`Kutscher (1987), p. 4.
'"National Researt.h Counol, Commission of Iluman ResourLes

(1979), pp. 12.15, and Bowen (1981), pp. 11-15.

Figure 3-23.
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number of new S/E entrants to the labor force. Th- en r
milt gap may be filled to a certain extent by increa.,
participation of older students and foreigners; ti.,,ny or
these latter remain in the U.S. to work. Also, small shifts
in the percentages of students choos'ng to train in S/E
fields and of graduates who choose to enter S/E employ-
ment fields could change limited supplies of new en-
trants into considerably larger numbers; these shifts
would thus eliminate labor market shortages of scientists
and engineers."5 Similar upward adjustments in the pro-
portion of college students enrolling in science and engi-
neering could also affect the demand for S/E doctorate
holders to fill faculty positions.

The magnitude of these possible adjustments is uncer-
tain. Past experience would indicate that the labor mar-
kets have sufficient flexibility to respond, however, for-
ward projections are mu ch more problematic. For
example, although it is kw Am that old.., students are a
rising Droportion of all undergraduates, it is uncertain
how many of them will enter S/E employment fields.
Also, while it is believed that adjustments in enrollment
patterns will be made in response to a growing demand
for S/E graduates, it is not clear that such adjustments will
be sufficient to provide an adequate supply.

There are other adjustments that could occur. Labor
force mobility is particularly important in tight market
situations where both newly trained S/E entrants and
experienced S/E personnel may be induced to leave their
current fields of specialization and transfer into higher
demand fields. (This is what occurred to satisfy the very
high growth in demand for computer specialists.) There
may also be delays in 5/13 worker retirements in response
to needs for their services; this has been the case in past
serious engineering shortages. Employers may also
provide training and upgrading of technician personnel.

Widespread postponement of retirements and promo-
tion of technicians into professional positions could,
however, adversely affect the quality and caliber of the
S/E 'workforce. In academia, the "graying" of faculty and
the inability of universities and colleges to recruit and
hire new Ph.D. graduates may combine to create a less
productive and non-research-oriented scientific academ-
ic community.' In industry, employer-trained techni-
cians placed in professional positions will not provide the
same degree of technical ability or occupational mobility
as academically trained S/E personnel.'

INTERNATIONAL EMPLOYMENT OF SCIENTISTS
AND ENGINEERS

The employment of scientists and engineers is a sig-
nificant indicator of the level of effort and relative national
priorities for science and technology among major indus-
trial countries. While there are always problems of inter-
national comparability given differences in data collec-
tion methods and data estimation, these employment

"Ilansen (1986).
"'Paula Stephan, as reported in Cunningham (1986), p I.
'Dauffenbach mid .inn (1984).
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data provide meaningful insight into the relative
strengths of the S/E workforces of the United States and
other countries.

In the early 1980's, tne number of nonacadewic scien-
tists and engineers employed in the U.S. was about equal
to the combined total of those in France, West Germany,
Japan, and the United Kingdom. This result was not
unexpected, however, because the total U.S. population
is about the same as that of the other countries combined.
When the number of scientists and engineers as a pro-
portion of the total labor force is examined for each coun-
try, however, the outcome is somewhat different. Here,
the United Kingdom, Japan and the United States em-
ployed almost the same percentage of scientists and engi-
neers, with the United States employing slightly more
than the others. (See figure 3-24.)

In all countries examined, service industries employed
the largest proportion of scientists, while manufacturing
industries predominated among employers of engineers.

In the United States and Japan, one-quarter of the
scientists and engineers employed in manufacturing in-
dustries in the early 1980's were electrical/electronics en-
gineers. Manufacturing industries in West Germany and
France employed relatively more civil engineers than in
the other countries, while the United Kingdom em-
ployed a relatively 8reater proportion of natural scien-
tists. Japan had a much higher proportion of its scientists
and engineers employed in service and construction in-
dustries, while U.S. scientists and engineers were more
evenly divided between manufacturing /mining indus-

Figure 3-24.
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tries and service industries. In France, a very high per-
centage of S/E's worked in the government sector (See

figures 3-25 and 3-26.)
The United States has the largest number both in

absolute terms and as a proportion of the labor forceof
scientists and engineers working in R&D of any country
except the Soviet Union. (See figures 3-27 and 0-7 in
Overview.) Other countries have, however, been closing
the gap and now have concentrations of R&D scientists
and engineers approximating that of the United States. In
1985, Japan's ratio per 10,000 (63.2) was very close to that
of the U.S. (67.4).

The United States was second to the United Kingdom
in the number of scientists per 10,000 total labor force (101
versus 113 per 10,000) and third tu West Germany in the
number of engineers per 10,000 labor force (175 versus
194 per 10,00) in the mid-1980's. However, the U.S.
ranked first among the countries compared in both the
ratio of scientists and of engineers with university de-
grees.' In West Germany, most engineers I lavequalifica-
tions from technical colleges."' Of the reported S/E's in
the United Kingdom, less than one-half has a university
degree. Nonetheless, some of these countries may have
stronger training in science a,id mathematics at the pre-
college level than has the U.S.

The United Kingdom, France, and West Germany all

had greater concentration of first university degrees in
the natural sciences in 1984/85 than did the United States
(See figure 0-8 in Overview.) In absolute numbers,
however, there were more U.S. degree recipients. In
1982, Japan graduated more engineers at the bachelor's
degree level than did the U.S., by 1985, however, the
number c U.S. engineering graduates was 9 percent
greater because of an increase in the number of U S
graduates and a decline in Japanese engine' :ing degrees
The U.S. awards more than twice the number of engi-
neering doctoral degrees and almost 10 times the number
of natural science doctorates than does Japan.

The age of a country's S/E labor force can be an indict,-
tor of training recency and future capabilities. On aver-
age, women scientists and engineers were younger than
their male counterparts in all countries. Japan had the
youngest scientists and engineers of all five countries. In
1985, almost 50 percent of Japanese nonacademic scien-
tists and engineers were under 35 years 01;1, and only 7
percent were 55 or older. This supports recent observa-
tions on the high output of the Japanese educational
syster,, Scientists and engineers, on average, had a high-
er median cage in France than in the other countries. (See
figure 3-28.)

When all five coun tries were compared, he vast major-
ity of engineers were men, with the small proportion of
females slowly increasing. Science occupations were also
predominantly male, but with a larger percentage of

("Way and Jamison (1986), P. 2.
'For purposes of comparability, only engineers with university de-

greesare used. West German engineers trained in professional colleges
generally have received more specialized and technically intensive
training, while university degree recipients have received broader and
more academic engineering training.
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Figure 3-25.
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women represented. The United States and the United
Kingdom had the beg records for utilizing female scien-
tists and engineers; only 6 percent of scientists and engi-
neers in West Germany were women, and nearly one-
half of these were social scientists. In Japan, engineers

"United States
1986

Figure 3-27.
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outnumbered scientists by almost 4 to 1. Women com-
prised only 5 percent of Japan's scientists and engineers;
nearly one-half of these were computer specialists. In the
United Kingdom, 4 out of 10 male scientists and engi-
neers were industrial or mechanical engineers, the same
proportion as in West Germany.

Figure 3-28.
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Resources for R&D and Basic Research

HIGHLIGHTS

Strong recent growth in U.S. research and development
(R&D) spending has kept it ahead of that of other Western
industrialized nations. The U.S. spends more on R&D
than the next four largest Western industrialized coun-
tries combined and devotes the highest percentage of
its gross national product (GNP) to R&D (2.8 percent in
1987, the highest rate since 1968). Federal spending on
defense R&D is the biggest component of recent
growth. (See p. 77.)

If only nondefense R&D spending is considered, West Ger-
many and Japan have outpaced U.S. R&D spending for 15
years, and their rates of investment in civilian R&D as a
percentage of GNP have been rising faste: than the
U.S. rate for the past 5 years. (See p. 77.)
Over the past decade, U.S. expenditmes for both total R&D
and basic research have grown faster than GNP. 'total R&D
grew by 5.9 percent between 1985 and 1986, basic
research by 5.4 percent in constant dollars. (See pp. 2,
77, 241.)

Federal agencies provided 63 percent of the total support for
academic R&D in 1987, down from 68 percent in 1980.
Industry support for academic R&D grew from 4 per-
cent in 1980 to 6 percent in 1987. (See p 78.)

Previous chapters have described how the people who
contribute to science and technology in the United States
are recruited and trained. This chapter describes the
resourcesincluding funding supportthat these per-
sons rely on in their research and development activities.

This discussion particularly focuses on a portion of the
overall R&D effort which recently has been receiving
special attention: academic R&D and nonacademic basic
research. These two complementary activities are in-
creasingly viewed as critical to national R&D strategy,
because together they form a crucible for exchanging new
ideas and information produced through research.

In the academic c-m text, basic and applied research, as
well as the small amount of development activity, are tied
closely to the growth of disciplinary knowledge. The
results of academic R&D generally are published in the
open literature , thereby adding to public knowledge. On
the other hand, basic research in industry, nonprofit
institutions, and government laboratories is more fre-
quently directed to specific, practical goals rather than to
disciplinary knowledge growth Researchers from these
institutions also pdrticipate in an open exchange of infor-
mation, however, contributing their own fundamental
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The Nation is currently experiencing an upsurge of capital
spending for academic science and engineering (S/E), al-
though the long-term trend in constant dollars is
down. In 1985, Federal sources provided 11 percent of
the total support for academic capital facilities for sci-
ence and engineeringtheir lowest percentage for
more than 2 decades. State Governments provided 40
percent of the support for new construction ofcapital
facilities in 1985-86, and funds from tax-exempt bonds
contributed another 30 percent. (See p. 80.)

Current fund expenditures for research equipment at univer-
sities and colleges rose by 17 percent between 1985 and 1986.
From 1980 to 1986, expenditures in this area more than
doubled. Funds from all sources grew at approx-
imately the same rate; Federal funds, however, were
especially important in computer science. (See p. 82.)

The number of supercomputing facilities in the U.S. more
than doubled between 1983 and 1985. University installa-
tions increased from 3 to 14 centers, and industry
added 30 centers to more than double its supercom-
puting resources. (See p. 85.)

advances and drawing on those corning from the aca-
demic world. The interaction between academic and non-
academic researchers is a crucial process in effectively
using new science and engineering knowledge to meet
national goals.

While academic R&D and nonacademic basic research
are not exactly the same kind of activities, they have
enough in common and are important enough to inno-
vation in the national research systemto discuss them
together at length.

The capital stock of science and engineering is another
feature of the research system which has received in-
creasing attention as an element of R&D strategy. Data on
investment in R&D plant and research instrumentation at
universities and colleges are presented herein, along
with survey results on their condition. The size and costs
of some specia..esearch resources, including supercom-
puters and data archives, are then reviewed.

Interaction between academic and nonacademic re-
searchers is covered in chapter 5, "Academic R&D and
13a,ic Research: Patterns of Performance"; industrial R&D
is discussed in chapter 6, "Industrial Research and tech-
nological Innovation."



R&D FUNDING

The strong recent growth in U.S. R&D spending,
which has kept it well within competitive range of that of
other industrialized nations, is largely the result of
Federal investment in defense development efforts.
These efforts accounted for $19 billion of the $56-billion
increase in R&D spending between 1980 and 1986. Indus-
try, on the other hand, has stepped up its funding of basic
research and university R&D; however, the vast majority
of its funding continues to support in-house
development.

international Comparisons
The. U.S. makes by far the largest investments in R&D

of any Western country. (See figure 0-1 in Overview and
appendix table 4-1.) Indeed, the U.S. spends more on
R&D than the next four countries combined. Recent
growth rates show, moreover, that the U S. generally is
keeping up with its competitor:. in R&D spending
growth. Between 1980 and 1985, R&D spending in-
creased by 36 percent in West Germany, 69 percent in
Japan, and 204 percent in France, as compared with 74
percent in the U.S. (See appendix table 4-2.)

R&D Funding as a Percent of GNP. The U.S. now invests
approximately the same proportion of its GNP in re-
search and development as do the other major noncom-
munist industrialized countries. In nearly all of these
nations, R&D spending Las been growing faster than
GNP. In recent years, R&D spending in Japan and West
Germany has nearly matched R&D spending in the U.S.
as a percentage of GNP. (See figure 0-2 in Overview and
appendix table 4-2.) The recent increase in this propor-
tion has been most dramatic in Japan, where the share
went from 2.2 percent in 1980 to 2.8 percent in 1985. this
represents a relative increase of 30 percent. In France, the
relative increase was 23 percent; in the U.S., 19 percent.

The data in figure 0-2 in Overview show that other
nations recently have caught up with the U.S. in R&D
investments as a percentage of GNP. The nature of these
investments must be taken into account, however. If only
nondefense R&D is considered, West Germany and Ja-
pan have been ahead of the U.S. in R&D s?ending for 15
years, and their rate of civilian R&D investment as a
percentage of GNP has been risir g faster than that of the
U.S. for the past years. (See figure 0-3 in Overview and
appendix table 4-3.) In the nondefense area, France has
been catching up to U.S. levels, especially in the 1980's,
while the United Kingdom has been falling behind

Funding Sources. The share of R&D funding in the U.S
from business sources is sinaller than in Japan or West
Germany, but larger than in the U.K. or France. (See
figure 0-4 in Overview and appendix table 4-1.) In the
Unit :d States, aongovcrnment sources provided 51 per-
cent of R&D foi,ds in 1986, of which nearly 48 percent
were provided by industry There has been a higher
proportion of industrial R&D funding in all countries but
France, where government R&D funding has shown
very sharp growth in the early 1980's. In Japan, therend
in increased industry spending is most pronounced since
1979. In West Germany, there has been a steady increase
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in the industrial share since 1975. Finally, in the United
States, a strong upward trend in the 1970's in industry
R&D funding appears to have slowed in the 1980's.

Performers
Industry remains the largest performer of R&D in the

United States, as well as the fastest growing one. (See
appendix table 4-4.) In 1986, industry spent 73 percent of
U.S. R&D funds, up from 71 percent in 1980. Nearly two-
thirds of the funds spent on industry research and de-
velopment came f rc n industrial sources, and a little
more than one-third from the Federal Government. (See
appendix table 4-5; a more detailed discussion of indus-
trial R&D funding appears in chapter 6, "Industrial Re-
search and technological Irmovation.")

I . 1986, 12 peteent of U.S. R&D funds were spent in
Federal laboratorit .; another 12 percent were spent in
universities and colleges and in Federally funded re-
search and development centers (FFRDC's) run by uni-
versities. Nonprofit institutions also draw their research
and development f-nding support from more than one
source: about 70 percent of the funding, however, are
estimated to come from the Federal Government. (Fund-
ing sources for academic R&D are discussed later in this
chapter.)

Character of Work

In the 1980's, support for development has grown at a
faster rate than has support for either basic or applied
research. (See figure 0 5 in Overview and appendix table
4-6.) This trend is confined, however, to Federal defense
R&D spending. (See figure 0-6 in Gverview and appen-
dix table 4-37.) Federal defense funds for development
totaling $37 billion in 1987have more than tripled since
1980, while Federal nondeft nse development spend-
ing$5 billion in 1987- -shnInk by 18 percent.

For the same period in industry, growth in develop-
ment spending lagged behind growth in support for
oasic and applied research.' Basic research made up 5
percent of industry R&D funds in 1966, while applied
research was 23 percent. Despite its rapid growth rate
throughout the 1980's, industry support for university
R&D remains a tiny shire (1 percent) of total industry
R&D spe, ding. (See following discussion on funding for
academic R&D.)

Basic research, applied research, and development are
performed to varying degrees in all the Nation's research
institutions. (See figure 0-23 in Overview and appendix
table 4-7.) Industry dominates development activities: in
1985, industrial firms spent $59 billion of the S71 billion
srent on development. Outside of industry, F _feral Gov-
ernment laboratories accounted for nearly $8 billion in
development expenditures in 1985, FFRDC's spent just
over $3 billion. In applied research, industry is again the
largest performer, accounting for $15 billion (65 percent)
of the $23 billion spent on applied research in 1985. Both

'National Science Foundation (1986b)



Federal Government laboratories and universities and
colleges also participate to a significant degree in applied
research, spending $3.1 billion (13 percent) and $2.6 bil-
lion (11 percent), respectively. The largest share of basic
research is done by universities and colleges (48 percent
in 1985); industry is the second largest ix rformer in this,
at 20 percent in 1985.

FUNDING FOR BASIC RESEARCH AND
ACADEMIC R&D

Between 1975 and 1987, academic R&D expenditures
remained stable at about 9 percent of R&D spending.
Nonacademic basic research s.,ending also stayed flat at
about 6.5 percent. (See figure 4-1.) Similarly, applied
research spending outside universities and colleges was
also relatively stable, at slightly less than 20 percent of
R&D. (See appendix table 4-9.)
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Funds for Academic R&D

Sources of Support. Universities and colleges remained
largely dependent on the Federal Government for R&D
support in 1985, although funding from industry and
institutional sources has been rising. (See appendix table
4-10.) In 1987, the Federal Government was estimated to
have provided 63 percent of total R&D funding for uni-
versities and colleges. This was down from 68 percent in
1980, bringing the Federal Government to its lowest
share of support since 1960. In contrast, institutional
funds reached their highest proportional share since

these data %ere best collected in 1953.2 Institutional funds
covered 17 percent of the costs of separately budgeted
research in 1986, as compared with 14 percent in 1980.

industry support is estimated to have increased in 1987
to 6 percent, this was up from 4 percent in 1980. Industry
funding was the fastest growing segment of university
research support between 1980 and 1985, expanding by
75 percent in constant dollars. (See appendix table 4-10
and figure 0-31 in Overview.) Philanthropic contribu-
tions earmarked for research are estimated to have grown
85 percent (in current dollars) during that time.'

Among Federal agencies, the National Institutes of
Health (N.IFI) obligated the largest amount for academic
R&Destimated at $2.8 billion in 1987. (See Fppenclix
table 4-11.) According to the estimated funding figures
for 1987 (see appendix table 4-11), the National Science
Foundation (NSF) relinquished its long-held second
place in support of academic R&D to the Department of
Defense (DoD). In 1967, NSF obligated $1.1 billion for this
purpose, and DoD $1.2 billion, thus recreating the rela-
tive rank order that existed prior to 1970.

Forms of S: ?port. Although the Federal Government's
share of academic research support has remained rela-
tively stable over the past 2 decades, the form of this
support has not.' (See figure 4-2.) For example, in 1966,
42 percent of F ,deral obligations to universities and col-
leges for R&D were eh ,ignated for fellowshirs, train-
eeships, training grants, R&D plant, and general support
for S/E activities (labeled "infrastructure" in the figure).
By .985, Federal support in these categories had declined
to a combined 12 percent. At the same time, funding of
research projects grew from 58 percent to 88 percent of
the total. Also between 1966 and 1985, the indirect cost
share of total Federal obligations for academic R&D in-
creased from about 7 percent to about 28 percent. (See
figure 4-2.)

Proposal Activity

Recent survey data comparing proposal activity in 1986
to that in 1980 reflects the growing significance of spon-
sored research for academic faculty members.° increases
in both proposals submitted and proposals funded out-
stripped faculty growth. Excluding the social sciences,
proposal submissions increased at rates ranging from 110
percent in computer science to 4 percent in geoscience.;.
Although the number of proposals awarded increased in
1986, the proportion funded (excluding pending submis-
sions) was down from 1980 in most fields. Nonetheless,
the growth in funded proposals exceeded the increase in

i'he category "institutional funds" includes unrecovered Indirect
costs on externally sponsored research.

`Separately budgeted researLh is speufaally organi'ed to prod:ce
research products and is sponsored by an agent.), either external to the
university or separately budgeted by an organizational unit within the
institution.

'Personal communication from Hayden Smith, Council for Financial
Aid to Education.

'U.S. General Accounting Office (1986), p. 40.
"The survey collected ;niormation on full- and part-time faculty from

2,070 departments in 21 fields at 181 doctorate-granting institution:,
See National Sciem, Foundation (1987c).
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Figure 4-2.
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faculty in most fields; therefore, the average ratios of
funded proposals to full-time faculty were up in 1986.

In the three social sciences fields covered by the survey,
both proposal submissions and the number of funded
proposals were down in 1986. However, submissions
dropped more than did landed proposals: success rates
thus were higher in social science fields. As in the other
fields, the ratios of funded proposals to full-time faculty
were up in 1986.

Funds for Nonacademic Basic Research
The Federal Government was also the main source of

support for nonacademi" basic research; this included
the FFRDC's run by universities, industry, and nonprofit
organizations. (See appendix table 4-13.) In 1985, 64 per-
cent of the total funding for nonacademic basic research
came from Federal sources, while 33 percent were
provided by industry.

FFRDC's and Federal Intramural Laboratories. The Depart-
ment of Energy (DOE) provided the bulk of the basic
research obligations to FFRDC's. (See appendix table
4-14.) DOE spent an estimated $744 million on these in
1987-82 percent of total FFRDC support. The National
Science Foundation obligated $92 million (10 percent).

Federal intramural basic research is concentrated in a
somewhat different set of agencies: NIH (which spent an
estimated $700 million ii 1987, or 32 percent of the total),
National Aeronautics and Space Administration (NASA)
(19 percent), the Department of Defense (12 percent), and
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the Department of Agriculture (14 percent)! (Sec appen-
dix table 4-15.) Basic research funding from all of these
cigencies fur both FFRDC's and government laboratories
increased by about 34 percent from 1980 to 1987 in con-
stant 1982 dollars.

Industrial Basic Research. Support for basic research in
industry largely comes from companies own funds: in
1987, 30 percent of basic research expenditures were esti-
mated to have come from companies' own financial re-
sources. (See appendix table 4-16.) The non-Federal
share has been fairly constant for the past 2 decades.
Nearly 60 percent of the 1987 Federal obligations for
industrial basic research came from NASA. (See appen-
dix table 4-17.) DoD was the second largest contributor
with 23 percent. Two industrieselectrical equipment
and aircraft and missilesre .:eived most of the Federal
funds.'

Funding by Fields of Science and Engineering
Federal basic research obligations provide the best in-

dicator of overall spending by S/E field, since information
on non-Federal spending is not available by field for all
performing sectors.

In 1987, an estimated 12 percent of Federal basic re-
search funds went to engineering and 88 percent to sci-
ence. (See appendix table 4-18.) Federal support for engi-
neering has grown somewhat faster than has support for
science over the past decade, increasing between 1976
aild 1986 by 92 percent in constant 1982 dollars versus 56
percent for the sciences. Between 1985 and 1986, obliga-
tions for basic engineering research increased 6 percent
in constant dollars, as compared with less than 1 percent
for the sciences.

The life sciences received an estimated 47 percent of
the science and engineering total in 1987, followed by the
physical sciences al. 24 percent. (See appendix table 4-18.)
Among the sciences, raathematics and computer science
grew most quickly; both increased by 94 percent in con-
stant dollars over the past decade. More recently,
however, psychology and the social sciences experienced
the most rapid growth, increasing in constant dollars by
an estimated 10 percent and 13 percent, respectively,
between 1986 and 1987.

Universities and Colleges. In 1986, 85 percent of academic
R&D spending was in science; the remaining 15 percent
was spent on engineering. (See appendix table 4-19.)
Over the last decade, expenditures for engineering R&D
in the acader-"c sector have been growing faster than has
spending for IcorD in the sciences. Engineering spending
increased by 106 percent between 1976 and 1986 in con-
stant dollars, as compared with a growth of 53 percent in
the sciences. (See figure 0-24 in Overview and appendix
table 4-19.)

Slightly more than one-half (54 percent) of academic
R&D spending went to the life sciences. Of this amount,
24 percent went to the medical sciences 17 percent to the

'These numbers should be taken as approximate, since the obliga-
tions figures for intramural research alsu indude agemy penditures
for managing extramural research programs

'National Science Foundation (198: ,, table [3 -3, p 19



biological sciences, and 10 percent to the agricultural
sciences. (See appendix table 4-19.) Twelve percent of
total academic R&D spending supported the physical
sciences; this included 6 percent for physics and 4 pa-
cent for chemistry. Another 7 percent went to the en-
vironmental sciences.

Some of the smaller sciences have seen the fastest
growing over the past decade. Spending for R&D in
computer science, for instance, increased by 292 percent
from 1976 to 1986 in constant dollars. Increases in phys-
ics, astronomy, and mathematics funding all exceeded
inflation by 70 percent or more. On the other hand,
funding for the social sciences grew only 16 percent over
the decadeslower than the inflation rate during the
same period.

Although 62 percent of academic R&D expenditures
came from Federal funds in 1986, the percentages by field
ranged from a high of 82 percent in physics to a low of 29
percent in the agricultural sciences. (See appendix table
4-20.) The social sciences have the highest share of non-
Federal funding (64 percent), and the physical sciences
the lowest (23 percent). About equal proportions of aca-
demic science and academic engineering funds come
from the Federal Government.

Industry. Basic research expenditures in industry are
distributed somewhat differently among fields than in
university R&D:9 notably, in industry, engineering and
the physical sciences receive more emphasis and the life
sciences less. In 1983, engineering research received 32
percent of total industrial basic research funds; this was
more than twice the share of engineering in university
R&D. (See appendix table 4-21.) Similarly, chemistry re-
ceived 26 percent of industrial spending (43 percent went
to the physical sciences as a whole), as co npared with
only 4 percent of university spending (12 percent for all
physical sciences). On the other hand, the life sciences
consumed only 13 percent of industrial basic research
spending, versus 54 percent of academic R&D funding.

From 1973 to 1983, basic reseal h spending in industry
more than tripled .n current dollarsa 59-percent
gro-vth in constant dollars. (See appendix table 4-21.)
Basic research activities grew at similar rates across most
S/E fields, with somewhat more rapid growth occurring
in the relatively small areas of the geological and at-
mospheric sciences. Basic research in engineering and
the biological sciences were also expanding rapidly,
growing 35 percent and 39 percent, respectively, between
1981 and 1983 in constant dollars.

PLANT AND EQUIPMENT

The plant and equipment available for use at research -
performing institutions are another major R&D resource.
Unfortunately, information on this aspect of the research
infostructure is fragmentary: estimates of the national
stock of research facilities and instrumentation are avail-
able only for universities, and the data on R&D plane
spending are more complete for universities than for
other sectors. Given this lack of comprehensive data, this

"Data on basic research by field are not available for universities.
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section reports exclusively on universities' aggregate re-
search capital stock)"

There are several discernible trends in R&D capital
stock. First, capital investment in science and engineer-
ing is cyclical. Although the long-term trend in constant
dollars has been downward over the last 2 decades, the
Nation is currently in an upsurge of capital spending for
academic s lence and engineering, v. Rh engineering re-
ceiving the largest percentage increases. In response to
widespread concern over research instrumentation,
equipment expenditures have been expanding rapidly in
the 1980's. Further, special Federal instrumentation pro-
grams are helping to ensure that new instrumentation is
accessible to more than the major research universities.
Finally, instrument intensity varies among the sciences,
but is not necessarily connected to the trend toward
shared-access research facilities or to collaboration rates.

Facilities Spending"

Since the 1960's, Federally funded capital S/E expen-
ditures at universities and colleges have been declining in
constant dollars, and fluctuating in current-dollar terms.
(See figure 0-25 in Overview and appendix table 4-22.)
For example, in 1966, Federal support for academic sci-
ence and engineering facilities reached its highest pro-
portional share (32 percent); in 1985, it was at its lowest
point ever (11 percent). Since 1979, however, the Nation's
total capital spending in universities and colleges has
been on the upswing. In 1986, expenditures on facilities
for research and instruction in science and engineering
were 99 percent higher in current dollars than they had
been in 1980, and 20 percent higher than they had been 1
year earlier. (See appendix table 4-22.)

The largest share of funds (80 percent) from the current
increase in capital spending is going to science rather
than engineering. (See appendix table 4-23.) However,
spending on engineering facilities expanded rapidly
from 1984 to 1986 for a total increase of i21 percent in
current dollars.

Among the sciences in 1986, capital spending it ahe life
sciences received the largest share: two-thirds e: all funds
for science facilities, or 53 percent of the S/E total. (See
appendix table 4-23.) Capital spending in the life sciences
was growing slowly; it was only 19 percent higher in 1986
than in 1976. In contrast, capital spending in the physical
sciences was 107 percent higher at the eqd of that period.
In the mathematical and computer sciences, 1986 spend-
ing was more than 2.5 times the 1976 figure. Spending on

'There is no continuous collection of data on industry R&D plant, but
attempts have been made to describe new investments systematically.
See (for example) Conference Board (1987). For figures on Federal
obligations for R&D plant, see National Science Foundation (1985c),
(1986a), and (1987b).

"The term facilities is used here to stand for capital investment expen-
ditures for S/E research or instruction at those vniversities and colleges
spending $50,000 or more annually on separately budgeted R&D. The
constant-dollar calculations are based on the GNP price deflator. The
figures include some money for major equipment purchased from
capital, rather than from current operating funds, but there is no way of
knowing how much For more information on definitions, see National
Science Foundation (1985b).



psychology facilities in the same period had near 1-

pled, but spending for the other social sciences was .ly
up 15 percent. In the environmental sciences, the level of
investment was actually 4 percent lower in 1986 than in
1976 (current dollars).

Condition of Facilities. As shown in figure 0-25 in Over-
view, real-dollar investments in academic science and
engineering facilities have declined during the last 18
years. However. the level of need for research facilities
dept..nds on n,.n-e than just capital expenditures. On the
one hand, if adequate facilities are established, they may
be sufficient for decades. On the other hand, existing
facilities can become inadequate through lack of mainte-
nance.''- They can become crowded if the number of
researchers grows, and can become obsolescent through
changes in the character and technilogy of research.

Indicators of the status and condition of facilities in
selected S/E fields are available from a 1986 survey among
doctorate-granting research universities." The survey
showed that although the average institution devotes
513,000 square feet on campus to research, the figures for
individual campuses ranged as high as 3.3 million square
feet. The average for the top (in terms of R&D expen-
ditures) 50 schools was 1.032 million square feet. More
than one-half of the universities surveyed were in the
process of building new research facilities that would
result in a net average increase of 73,000 square feet per
campus. The top 50 schools had an average of 98,000
square feet under construction; the other schools aver-
aged 58,000.

The overall condition of university research facilities
was appraised in the survey by deans and research ad-
ministrators in the relevant S/E fields. (See figure 4-3.)
Facilities in the medical sciences" were judged to be in
the best condition: 56 percent were rated excellent or
good by the deans. Facilities for the environmental sci-
enceswhere investment has hailed offwere found
least satisfactory. Seventy-three percent of the deans
rated facilities in that field fair or poor, and only 24 per-
cent judged tl.rn to be in good or excellent condition.
Only 31 percent of the deans considt.-eci their schools'
physical sciences facilities to be in good or excellent con-
dition, despite the rapid increase during the past decade
in spending in that area (noted in appendix table 4-23).

Administrators and deans surveyed felt that lack of
space was a more pressing problem on their campuses
than was the quality of the existing space. About one-
third of the respondents considered facilities to be the
most pressing problem on their campuses in the next 5
years. About one-half judged the facilities on their cam-

"Maintenance expenditures are not included in the data in figu--
0-25 in Overview.

"This survey inquired about research facilities only; it dm not include
information on equipment or instructional facilities. The survey thus
has a narrower scope than does the data on spending reported m the
last section. In addition, qie sample of universities was different than
the set used to gather the capital expenditures data. For more detailed
information, see National Science Foundation (1986c).

14 "Medical sciences" is a subcategory of life sciences used :or this
particular study.
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Figure 4-3.
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puses to be in good or excellent condition; about one-half
judged them to be in fair or poor condition.

Survey respondents reported that their facilities in vir-
tually every field were crowded. (See figure 4-4.) Engi-
neering was identified as having the most serious space
problem, closely followed by the serial sciences. The
mathematical sciences were least crov.'ded, although only
one-third of the deans felt that those facilities provided
adequate space.

Facilities Plans. Three-quarters of the schools surveyed
in 1986 expected to construct new research facilities with-
in the next 5 years. In addition, 77 percent of the schools
surveyed reported that they were upgrading or renovat-
ing facilities, and 74 percent were undertaking major
repairs in academic year 1985/6. Engineering was the area
of greatest facilities construction activity: two-thirds of
the institutions with engineering programs were build-
ing or planning to build new engineet_ng facilities within
the next 5 years.

According to survey respondents, State Govern-
mentsat 40 percent of total fundingprovided the
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highest proportion of new construction funds. Tax-ex-
empt bonds funded 30 percent of new construction costs,
14 percent was derived from private donations or endow-
ments, a d Federal funds covered 10 percent. Private
institutions were more dependent than public ones on
Federal funding. The administrators anticipated that 10
percent of the new construction costs (1986-91) of private
schools would be financed with Federal funds as com-
pared with 4 percent of new construction at pul-lic
institutions.'s

"See National Academy of Sciences (1980, pp 32 38, ford disLussion
of alternative sources of finance for facilities funding
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Equipment Spending"'
Equipment expenditures from current (rather than

capital) funds have also increased dramatically in recent
years. (Se, figure 0-25 in Overview.) In 1986, U.S. uni-
versities and colleges spent $765 million from their cur-
rent fund accounts on research equipment. These expen-
ditures more than doubled since 1980 (58-percent
increase in constant dollars), the first year for which data
are available; facilities investments, in contrast, increased
only 99 percent during the same time period. Sixty-five
percent ($497 million) of the funds spent on equipment
came from the Federal c3overnment. While this percent-
age closely matches that for overall Federal support of
university R&D (i.e., 64 percent), it far exceeds the
Federal share of facilities expenditures (11 percent).
Federal support for instrumentation increased at a
slightly slower pace than did non-Federal support: a 106
percent increase from 1980 to 1986 as compared with 119
percent in non-Federal support. (Sec appendix table
4-26.)

Between 1980 and 1986, spending for equipment in the
life sciences grew more slowly than spending in all fields
combined (68 percent as compared with 111 percent).
Equipment expenditures in the physical sciences, on the
other hand, increased at nearly twice the average rate
(205 percent between 1980 and 1986). Expenditures in
engineering more than doubled over this time period,.
increasing by 145 percent.

Special Programs. The growth in Federal funds for re-
search equipment is due in part to instrumentation pro-
grams implemented in several agencies during the early
1980's. The National Science Foundation, Department of
Defense, Department of Energy, and National Institutes
of Health all had initiatives in this area. The amounts
awarded by these programs represented only about 26
percent of overall Federal support for instrumentation by
1985, butas shown in appendix table 4-27 the pro-
grams were growing very quickly.

These special programs helped distribute Federal in-
strumentation to a wide set of universities. A comparison
of total Federal R&D funds to groups of universities and
those funds distributed through special instrumentation
programs is presented in figure 4-5. Excluding the top
100 in Federal R&D support, the remaining universities
received 12 percent of overall Federal R&D funds,
however, these same universities received nearly 30 per-
cent of the funds awarded under special instrumentation
programs. When all Federal instrumentation awards
(both overall and special program) are considered, fund-
ing for non-top-100 universities more closely matches
their share of total R&D funding. These data suggest that
the special programs have performed a complementaly
distributive function that the research project grant sys-
tem alone has not performed.

"Data here refer to expenditures from current (operating) funds for
research equipment, in contrast to the capital funds reported earlier in
this chapter. Most universities keep separate current and capital funds,
and apply current funds for ongoing activities. Note also that the data
used here are limited to funds for research equipment, and do not
include funds for instructional equipment. The term in.slrumenitihon is
used throughout tms chapter to refer to research equipment.
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Figure 4-5.
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See appendix table 428.
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The instruments awarded under tne four agency pro-
grams match reasonably well those types of instruments
that universities say they need. A 1982-83 survey asked
departmental chairpersons and facilities administrators
to name the three instruments their departments most
needed to purchase)? The match between the instru-
ments awarded under the four agency instrumentation
programs and the needs expressed by the administrators
is shown in figure 4-6. Computers and spectror ,tors
were the instruments named most frequently, and they
also were awarded most frequently by Federal programs.
Computers, however, made up a smaller share of awards
than of needs expressed by the admi, istrators; the fig-
ures were closer for spectrometers.

Instrument Inventory. In 1982/83, more than 46,000 large
instrument systems (with an original cost ranging from
$10,000 to $1 million) were located on university cam-
puses, according to an estimate based on the survey
sample."' The estimated aggregate purchase price of the
equipment was $1.6 billion."' Between 1982 and 1985,
there was substantial turnover in research equipment in
the physical sciences, engineering, and computer sci-
ence. (The other fields have not yet been resurveyed.) In
the physical sciences and engineering, roughly one-
fourth of the instrument systems that were in active use
in 1982 were no longer being used in 1985. Conversely,
almost one-half of the systems being used for research in
1985 had been acquired in the 1983-85 period. In corn-

' ational Science Foundation (1985a).
"Ibid.
Not all of the equipment on campus at the time of the survey was in

use: 2 percent had not yet come on line, and 20 percent had been retired
Only those systems in use are discussed here.
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puter science, turnover rates were even higher: more
than 40 percent of the equipment in research use in 1982
had been retired by the end of 1985, and three-fourths of
the systems in research use in 1985 had been acquired
since the 1982 study?"

Of the systems in use at the time of the 1982'83 survey,
22 percent were judged by their users to be 'state- of -the-
art," one-half were considered in excellent condition, and
10 percent in poor condition. Fifty-three percer.t of the
systems were 1 to 5 years old, another 24 percent were 6
to 10 years old. Of those systems purchased within the
last 5 years, 68 percent were thought to be in excellent
condition, a ratir.g applied to only 27 percent of those
more than 10 years old. (See figure 4-7.)

A number of indicators suggest that, between 1932 and
1985, the general quality of acaden- ic research instru-
mentation has improved in the three fields that have been
resurveyed. Foi example, the proportion of all existing
research equipment that is completely inactive (and pre-
sumably obsolete, either mechanically or tech-
nologically) declined by 3 to 10 percent in all three fields.
Also, the number of instrument systems judged by the
responsible principal investigators as state-of-the-art in-
creased by 48 percent in engineering, 73 percent in the
physical sciences, and 167 percent in computer science.
Furthermore, the extent of reliance on non-state-of-the-
art equipment declined in all three fields: the proportion

2)National Science Foundation (1987a).

Figure 4-6.
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of non-state-of-the-art instrument systems that were the
most advanced instruments to which their users had
access declined by 7 percent in engineering, 9 percent in
the physi..al sciences, and 19 percent in computer
science.''

Research equipment expenditures at universities and
colleges are approximately proportional to equipment
inventory share by S/E field. The 1983 baseline survey
showed that the largest stock of equipment was devoted
to the life sciences (38 percent), followed by the physical
sciences (25 percent), and engineering (20 percent)." (See
appendix table 4-31.) In 1986, the life sciences spent 42
percent of current fund expenditures for research equip-
ment, the physical sciences received 21 percent, and
engineering used 18 percent. (See appendix table 4-26.)

Maintenance and Repair. Total maintenance and repair
cc .ts for research instruments are roughly proportionate
with instrument spending. (See appendix table 4-32.)
According to the 1983 survey, the average is 16 percent of
total equipment expenditures, with variations ranging
from 12 percent in the agricultural sciences to 21 percent
in computer science. Approximately 40 percent of main-
tenance expenditures were for service contracts and field
service, 40 percent were for university-employed service
personnel, and 20 percent were for service supplies,
equipment, and facilities. Forty-one percent of the instru-
meat systems in the survey were located in shared-access
facilities, as were 38 percent of state-of-the-art systems.=

2tIbid.
22These percentages are calculated using the purchase price of the

equipment systems. The data are limited to systems that cost between
510,000 and Si million, and are estimated based on a sample of univer-
sities. See National Science Foundation (1985a).

"The pattern of shared attess fatottleN 1.)), field t, &tossed in the
following section.
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Instrument Intensity. As noted above, there was a high
rate o' increase in equipment spending for the physical
sciences, this increase is reflected in a correspondingly
high level of instrumentation spending per physical sci-
entist. (See appendix table 4-33.; The 1983 equipment
:nventory showed an average of $24,800 worth of equip-
ment per scientist in the physical sciences, m chemistry,
the figure was $27,100. The environmental sciences are
also very equipment-intensive by this measure, with
$18,000 worth of equipment per academic scientist.

Another form of equipment intensity is the use of
shared-access facilities. (See appendix table 4-34.) In
1983, 41 percent of instrument systems were 1r;cated in
such facilities. Materials science and computer science

'owed the highest percentages of instruments in shared
facilities (81 percent in each case). Engineering instru-
ments and those used in the environmental sciences
were also relatively likely to be shared (50 and 48 percent
respectively), as were instruments for interdisciplinary
research (73 percent). The most equipment-intensive
fields, howeveras measured by the value of the equip-
ment inventory per scientistare not those in which
instruments are housed in shared facilities. The physical
sciences, for instance, show a low percentage of instru-
ments in shared-access facilities (35 percent).

Newer systems are generally less likely than older ones
to be located in shared-access facilities. (See appendix
table 4-35.) Thirty -eight perc2111 of the systems that were
less than 5 years old at the time of the inventors' were
shared, as compared with 48 percent of those more than
10 years old. Only in the agricultural and environmental
sciences way this trend reversed, with newer systems
more likely to be shared than older ones.

Cross-Institution Collaboration. Shared instrumentation
is often seen as a major factor in the increase of S/E
collaboration among researchers working in different in-
stitutions. The figures on institutional collaboration sug-
gest, however, that instrumentation is not the only factor
involved. In fact, collaboration rates have increased in
equipment-intensive fields, but they have gone up in
other fields as well. (See appendix table 4-36.) This type
of collaboration has grown from 24 percent of all pub-
lished articles in 1973 to 36 percent in 1984. The fields
with the highest levels of institutional collaboration are
not those that are most equipment-intensive or those in
which equipment is most often located in shared-access
facilities. Clinical medicine has the highest collaboration
rate: more than one-half of all articles in that field were
coauthored across institutions in 1984. It is followed by
the earth and space sciences and the rest of biomedicine.
Chemistry, the most equipment-intensive field, is one of
the least collaborative (24 percent of 1984 articles), as is
mathematics (also at 24 percent). Of course, patterns of
institutional collaboration within fields may be related to
instrument use even if comparisons across fields do not
show the connection.

SPECIAL RESEARCH RESOURCES

Many research areas require special resources beyond
buildings, equipment, and the expenses of ongoing re-
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search. Computing facilities are an exarrrie. Archives of
data and research materials are important in many disci-
plines, as are highly specialized research facilities. This
section discusses some instances of such resources.

Supercomputers
Supercomputers provide enhanced problem-solving

capabilities to researchers in many disciplines. Super-
computing capacity is increasing rapidly among U.S.
research-performing institutions. The numbss of super-
computer fa. ities in the U.S. more than doubled be-
tween 1983 and 1986 (see table 4-1); uni-ersity supercom-
puting resources increased in this pi iod from 3 to 14
centers.24 The largest number of supercomputing in-
stallations (34) was added in government laboratories; 30
new installations appeared in industry. Comparable
numbers for supercomputer installations in Japan show
even faster growth.

Collections of Research Materials
Among the capital resources of many fields are ar-

chives of research materials. The coLections themselves
can be vast, even though the costs of managing and
maintaining them are modest. Fu, .nstance, nearly 4,000
collections of biological materials that serve as the basis
for systematic and evolutionary biology have been identi-
fied in the United States.26 About two-thirds of these, it is
estimated, are maintained in academic departments. An-
other 29 percent are housed in freestanding institutions
or academic museums. Because many of the collections
are small and have no special funds allocated for manage-
ment, the average budget for the collections is low: $5,620
in 1981. Budgets ranged as high, however, as $1.5 million

'11.we ul these centers were supported by the National 5i.ieni.e
dation, at fit University of Illinois, the Von Neumann Center in Prince-
ton, Cornett Jniversity, the University of California at San Diego, and
the Pittsburgh Supercomputer Center.

25Edwards, Davis and Nevling, eds. (1985).

that year. The estimated total cost of collection manage-
ment for 1981 was nearly $15 million.

Other areas of biology depend on libraries aid stocks
of living organisms. For instance, a gene library project is
under way at Lawrence Livermore and Los Alamos Na-
tional Laboratories.26 The project purifies and packages
chromosomes for use by researchers s' .dying and diag-
nosing genetic disease, linkage, and pedigree analysis,
as weii as those studying gene structure and regulation.
A multi-million dollar pruject to map the human genome
is also under consideration.' In the agricultural sciences,
a network of institutions makes germplasm availab!e for
research purposes. More than 400,000 samples have been
acquired by the National Plant Germplasn; System, and
another 7,000 to 15,000 domestic and foreign additions
are made annually."` Sixteen such data collections were
supported by NSF in 1986 for a total of $1.6 million; the
Department of Agriculture and NIH sponsor other
collections.29

.arth and environmental scientists denend on publicly
maintained archives of data resources in their work. In
the earth sciences facilities exist for storing ocean-bottom
sedimentary cores, ice cores, and meteorites. In 1983-84,
one collection alone distributed 6,179 samples of ocean-
bottom cores."' Archives of computerized data from
weather satellites also are growing at a rapid rate. The
National Environmental Satente, Data, and Information
Servicewhich manages earth-observing satellite sys-
tems and global data bases in meteorology, oceanogra-
phy, solid,c a rth geophysics, and solar-terresti-;a I sci-
enceshas been adding 30 million mt .eorolo8ical
observations annually to its collection."

'These libraries are available Irum a repository through funding by
the NI11 Division of Research Resources.

27See the Spring 1987 isstte of Issues in Science and Technology for a

discussion of this pro,.b.ct.
"Source: Agricultural Research Service.
'Information provided by the National Si.ienix Foundation. Div ision

of Biotic Systems and Resources.
"'Cassidy (1984), pp. 243,245.
"Information provided by the National Oceanic and Atmospheric

Administration.

Table 4-1. Supercomputer Installations in the UnItcd States and Japan: 1983-86

Type of Installation

United
States

Government res'arch laboratories' 23

Universities' 3

Industry 20

1983 1984

United
Japan States

f 2 1

26

5

3 22

Japan

14}
9

1985 1986

United
States

United
Japan States2 Japan

.3194

46

{ 9

17

51:

50

{19}

33

'The categories 'government research labonitories" and "universities' cannot be separated in the Japanese environment.
2 Estimated.

SOURCE: United States: Mitional Science Foundation, °Mei:rot Advanced Scientific Computing:Japan:Tokyo Office of the U.S. Oational Science Foundation, Report

MemoranduM 0428, July 23, 1987
Sdonca & Engineering Indicators-1987
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In the social sciences, several national survey data
bases both serve as archives for historical patterns and
provide information on current trends. The Panel Study
of Income Dynamics, for instance, is the only survey of
income, occupation, education, family composition, and
other social and economic family characteristics which
has repeatedly interviewed the same nationally repre-
sentative sample of respondents over a significant period
of time. The data are invaluable in analyzing income and
labor supply dynamics. Similarly, the National Elect:.m
Studies and General Social Survey track political and

social trends. As in the earth sciences, archives of social
science data are of continuing importance. NSF's Divi-
sion of Social and Economic Sciences now requires data
produced under some Federal grants to be made publicly
available. The International Association for Social Sci-
ences Information Services and Technology provides in-
formation on archives around the world."

`Information provided by the National Science Foundation, Division
of Social and Economic Sciences.
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Academic R&D and Basic Research: Patterns of Performance

HIGHLIGHTS

In 1985, almost one-half (49 percent) of the doctoral-lezvl
scientists and engineers in academic research and develop-
ment (R&D) or basic research were supported lw Federal
funds. This proportion has dropped in recent years,
down from 56 percent in 1977 In industry, the percent-
age dropped from 21 to 14 percent, and in universities
and colleges from 55 to 48 percent. (See pp. 90-91.)
The number of doctoral -level women scientists and engineers
engaged hi academic R&D or nonacademic basic research
nearly doubled between 1975 and 1985. In the same
period, the percentage of women in these activities
increased from 9 percent to 15 percent. (See p. 91.)
The number of doctoral-Lwl blacks, Asians, and other mi-
nority groups also nearly doubled between 1975 and 1985,
and ;he percentage of blacks increased from 0.78 to
1.16 during this period. However, since black enroll-
ment in science and engineering (S/E) degree pro-
grams has slowed in recent years, future gains are not
likely to be as dramatic. Moreover, black participation
in research is still low when compared with the per-
centage of blacks in the total population of scientists
and engineers. (See p. 91.)
The number of scientists and engineers engaged in academic
R&D or nonacademic basic research doubled between 1976
and 1985. The fastest increase was among computer
specialists, whose numbers went from 1,200 in 1976 to
6,000 in 1984. The number of engineers in research
increased by 133 percent between 1976 and 1985. The
number of scientists grew 97 percent. (See pp. 93-94.)

The percentage of doctoral-level researchers who moved from
universities and colleges to industry was somewhat !agile,
between 1983 and 1985 than it had been a decade earliei. This
trend was more notable among scientists than among
engineers. Similarly, the percentage of researchers
moving from industry to academia also was higher in
1983-85 than a decade earlier. In all cases, however, the
proportions were small, around 2 percent. (See pp.
94-95.)

Research collaborations across sectors in the United States arc
on the rise. In 1973, only 19 percent of articles with
authors working in industry were coauthored with
someone working in another sector. By 1984, 36 per-
cent were coauthored across sectors, 24 percent with
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university researchers. Cross-sector collaboration rates
were also up for nonprofit institutions, Federally
funded R&D centers (FFRDC's), and Federal Govern-
ment laboratories. (See pp. 95-96.)

Universities and colleges are patenting more frequently. The
rate of increase in patents granted between 1980 and
1985 was more than double that for the preceding 5
years. The most active patent classes are bio- affecting
drugs, molecular biology and microbiology, and sur-
gical inventions. (See p. 97.)

Foreign citizens received a larger share of the science and
engineering doctorates granted by U.S. universities in 1986
than at any time in the preceding decade, and more of these
citizens planned to stay and work in the United States.
Twenty percent of the S/E doctorates awarded in the
U.S. in 1984 went to foreign nationals, as compared
with 12 percent in 1960. In 1983, 47 percent of these
foreign doctoral recipients had firm plans to stay in the
U.S., compared with 29 percent in 1972. In contrast,
the number of U.S. nationals who planned postdoc-
toral study abroad has fluctuated around 1.5 percent of
the total for several decades. (See p. 98.)

Cross-national research contacts are on the rise, as indicated
by increases in exchange visas and international
coauthorships. More than 97,000 academic exchange
visas were issued in 1984 to allow overseas visitors to
attend U.S. universities and colleges; this represented
a 7-percent increase from 1983. Similarly, interna-
tionally coauthored articles rose from 13 percent in
1973 to 17 percent in 1982. More than 25 percent of
publications from FFRDC's in 1984 were interna-
tionally coauthored, as compared with 18 percent for
private firms and 16 percent for universities. (See pp.
98-99.)

The U.S. still produces about 35 percent of the world's science
and engineering literature, and receives more citations
than any other country. In relation to the number of
articles produced, however, there has been a slight
decrease in world attention to the U.S. literal ,re. The
1982 U.S. literature received only 83 percent as many
citations from the rest of the world between 1982 and
1984 as would be expected based on the number of
U.S. articles published. (See p. 99.)



The preceding chapter described those resources avail-
able in the United States for research in science and
engineering, particularly focusing on resources for aca-
demic R&D and nonacademic basic researchtwo ac-
tivities that are increasingly treated as critical in national
R&D strategy. This chapter focuses on how the people in
science and engineering use those resources to produce
new knowledge.

The chapter first presents a statistical description of the
set of institutionsincluding universities and colleges,
other nonprofit institutions, government laboratories,
and industrial firmsthat are involved in Lasic research
in some form. Data on U.S. scientists and engineers who
are engaged in academic R&D or basic research are pre-
sented, and their distribution among fields of science and
research-performing sectors is described. Movement of
scientists and engineers out of research and into other
activitiessuch as R&D management, development,
and teachingis also discussed.

This chapter also discusses cross-sectoral contacts
among researchers, including cross-sectoral mobility,
coauthorship, and a variety of university-industry inter-
actions. These contacts are often considered essential if
new science and engineering knowledge is to be both
useful and used. Finally, data on international contacts,
another important consideration in national R&D strat-
egy, are presented.

INSTITUTIONS

Although basic research often is associated with aca-
demic settings, nonacademic institutionsi.e., govern-
ment laboratories, nonprofit institutions, and industrial
firmsare also important contributors. Altogether, near-
ly 1,600 institutions, academic and nonacademic, are in-
volved in the performance of basic research in the United
States.' Their expenditures vary substantially. Among
universities, the top 100 (which account for 18 percent of
all academic R&D performers) spend 83 percent of R&D
funds. (See table 5-1.) FFRDC's are generally very large
organizations, with annual budgets ranging as high as
$688 million in 1985.2

Among industrial firms, the 56 !argest R&D-perform-
ing companies spent 44 percent ($1.1 billion) of indus-
try's in-house basic research funds in 1984. (See table
5-2.) Company funds for in-house basic research are
heavily concentrated in a few industries. chemicals and
allied products, petroleum refining, machinery, electrical
equipment, motor vehicles, and scientific instruments.
Together these industries account for 78 percent of indus-
try's total basic research expenditures.'

'The actual estimate of 1,566 institutions includes the 566 universities
and colleges that spent at least $50,000 on separately budgeted R&D in
1984 or granted a graduate science or engineering degree, 38 FFRDC's,
and the 228 industrial firms that spent at least $10,000 on basic research
in 1984. Also included are an estimated 444 nonprofit institutions
(based on a 1973 survey) and 290 Federal intramural laboratones (based
on a data base on laboratories maintained at the Technology and Infor-
mation Policy Program at Syracuse University)

'National Science Foundation (1987b).
'National Science Foundation (1984).
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Table 5-1. Distribution of R&D funds among
academic performers. by R&D rank: 1986

R&D rank
Funds

(Millions of dollars) Percent

All institutions 10,718 100

Top 10' 2,284 21

Top 20 3,779 35

Top 50 6,516 '61

Top 100 8,896 83

SOURCE: National Science Foundation, Academic Science/Engineering:
R&D Funds FY 1985, and unpublished data

Science & Engineering Indicators-1987

Industrial laboratories have historically performed
about one-third of nonacademic basic research, and their
efforts in this area are growing faster than those of any
other sector. (See appendix table 5-1.) In 1985, industrial
laboratories spent $2.85 billion on basic research ac-
tivities, an increase of 65 percent in constant dollars over
the 1980 level. In comparison, Federal laboratories in-
creased their spending by 25 percent in constant dollars,
and universities and colleges increased theirs by 18
percent.

The role of basic research within the various perform-
ing institutions varies widely. (See appendix table 4-7.)
Universities, colleges, and other nonprofit institutions
do more research than development. In contrast, basic
research :s only a small component of the overall R&D
efforts of FFRDC's, government laboratories, and indus-
trial firms.

The mix of institutions performing basic research in the
United States is, by and large, typical of industrialized
countries. The U.S. spends about the same share of its
basic research dollars in industrial laboratories as does
West Germany, and a somewhat smaller share than Ja-
pan. (See figure 5-1.) All the industrialized nations repre-
sented in figure 5-1 spend between one-half and two-
thirds of their basic research funds in the higher educa-
tion sector. The chief distinctive feature of the U.S. sys-
tem is the high level of participation in basic research by
the private nonprofit sector. Since this sector is growing
more slowly in the U.S. than either academic R&D or
industrial basic research, the patterns may in fact be
converging.

SCIENTISTS AND ENGINEERS IN ACADEMIC
R&D AND BASIC RESEARCH

Research is only one of a number of activities that
scientists and engineers pursue. For example, if they
work in universities, they probably combine teaching
with research; if they work in nonacademic settings, they
may be primarily engaged in development. In either
setting, scientists and engineers may spend more time on
management than on research itself.

This section focuses on scientists and engineers whose
main activity is the extension of knowledgei.e., re-



Table 5-2. Distribution of R&D expenditures among industry performers, by size of company and character of work:
1985

Research & development Basic research
Size of company Number of Thousands Percent Number of Thousands Percent(no. of employees) performers of dollars of funding performers of dollars of funding
Total NA 71,137 100.0 NA 2,503 100.0
Less than 1,000 NA 3,557 5.0 NA 447 17.91,000-4,999 775 4,395 6.2 73 315 12.65,000.9,999 185 3,175 4.5 34 138 5.510,000-24,999 191 10,332 14.5 65 490 19.625,000 or more 127 49,678 69.8 56 1,113 44.5

SOURCE: National Science Foundation, Research and Development in Industry, 1985, and unpublished data

United
States

Japan

West
Germany

France

United
Kingdom

Figure 5-1.

Basic research expenditures by periormer,
selected countries

0

(Percent)

20 40 60 80 100

Note Data is for a year between 1980.84 depending on the country,
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search For data from universities and colleges, "re-
searcher" applies to anyone whose primary or secondary
work activity is research or development. This definition
is based on the assumption that teaching and research are
closely related in the university setting, that most re-
searchers are doing some combination of both basic and
applied research, and that the small amount of develop-
ment activity performed (representing 4 percent of total
R&D funding to universities and colleges) is closely tied
to the growth of disciplinary knowledge. In nonacademiL
settingswhere the distinction between research and
nonresearch roles is clearer, and applied research is more
closely tied to product development"researcher" ap-
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plies to anyone whose primary work activity is basic
research)

Two kinds of data are available on researchers: figures
for all researchers, regardless of degree level; and figures
on doctorate-level researchers alone. Both types of data
are used in this section, often in comparison with each
other.

Number of Researchers

As mentioned in chapter 3, "Scientific and Engineering
Workforce," more than 4 million scientists and engineers
are employed in the United States in various occupations.
Of the 1.2 million scientists and engineers in research or
development (see appendix table 3-4), it is estimated that
213,300 were engaged in academic R&D or basic research
as their primary work activity in 1986. (See appendix
table 5-3.) Of these, 168,900 (79 percent) were employed
by universities and colleges. The remaining 44,400 were
engaged in basic research elsewhere, including 13,100 in
industry, 17,200 in the Federal Government, and 9,400 in
nonprofit institutions.' (See figure 5-2.) Less than one-
half of these researchers held a doctorate degree." (See
appendix table 5-4.)

The proportion of doctoral researchers supported by
Federal funds has been shrinking steadily, dropping
from 56.0 percent in 1977 to 49.1 percent in 1985. (See
table 5-3)7 The share receiving Federal support varies
among employing institutions and S/E fields. Outside
the Federal Government itself, the percent receiving
Federal support is highest in nonprofit institutions (72
percent in 1985), and lowest in industry (14 percent).

`the at tool operational definitions used ut t ompiling the tables for
this section mat % dr% from those des& ribed here. ;loth tariations
sped! led in notes ttithin the tables MT caused b% t.trytug t ha -
teristics of data bases used,

'Slate and local governments employed '1,100 scientists and VlIgl
MCI'S in basic research, 1,900 were employed in other institutions.

'Note that this figure intlodes graduate i-audents empitn est at univer-
sities in a research capacity.

'Note that this table !MIMICS researchers tthose prima or Set kind-
ary work activity %%as basic or applied rest al% In I hos the numbers are
larger than those in appendix table



Table 5-3. Ph.D. researchers,' by sector and Federal support status: 1977, 1981, and 1985

Sector of employment

1977 1981 1985

Number
employed

Percent
support

Number
employed

Percent
support

Number
employed

Percent
support

Total2 113,255 56.0 136,945 53.4 145,918 49.1

4year colleges and universities 91,851 54.6 108,340 52.4 118,210 47,8

Nonprofit 5,540 82.2 7,334 79.0 7,002 71.5

Industry 9,014 21.3 12,623 15.4 12,336 14.0

Federal Government 6,850 99.9 8,648 100.0 8,370 100.0

'Researchers" are defined as 'nose primarily or secondarily employed in basic or applied research.

2 Totals refer to these listed institution types only.

SOURCE: National Academy of Sciences, Survey of Doctorate Recipients, special tabulations

Figure 5-2.

Scientists and engineers in academic research
and development and basic research, by
employment sector: 1986

Business & industry

Federal

Government

Nonprofit
Universities & colleges

See appendix table 5-3. Science & Engineering Indicators 1987

Women Scientists and Engineers
The number of women with SiE Ph.D.'s in research has

grown more slowly than the number in other S;17, work
activities. (Sec figure 5-3.) Nonetheless, the number of
doctoral women in academic R&D and basic research
nearly doubled between 1975 and 1985, and their propor-
tion of all doctoral researchers rose from 9 percent to 15
percent during this time.

Minority Scientists and Engineers
The number of blacks with S/E, doctorates in academic

R&D and basic research also nearly doubled between

91

Universities
and colleges

Business
and industry

Nonprofit

Federal
Government

Science & Ergineering Indicators-1987

Figure 5-3.

Women as a percent of doctoral scientists
and engineers in research, by type
of employer:

(Percent)
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1975 and 1985, and the percentage of blacks increased
from 0.78 to 1.16. (See figure 5-4.) 131acks as a percentage
of the total IA orktorce in basic research in iadustry more
than doubled. 1-1(mcner, since black enrollment in sci-
..nce and engineering degree programs has slowed in
recent years (see chapter 2, "Higher Education for Scien-
tists and Engineers"), future gains are not likely to be as
dramatic. Morem or, black participation in research is still
low compared with the percentage of blacks in the total
S/E population. (See figure 0-14 in Overview.) In con-
trast, between 1975 and 1985, the percentage of doctoral
Asians in research increased from 5.7 to 9.0, this percent-
age is higher than then representation among the total
population of scientists and engineers
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Doctoral S/E's in research, by race and
employment sector: 1975, 1985
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Postdoctoral Positions

Postdoctoral positions are increasingly important as a
first step in a research career. Between 1979 and 1985, the
number of postdoctoral positions in all fields of science at
doctorate granting institutions gro% at an a% ,2rage annual
rate of 3.9 percent. At 4.8 percent, the 1984/5 increase was
larger than average, bringing the total number of
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postdoctoral positions to 22,691. About two-thirds of
these positions (15,264) were in the life sciences; another
20 percent were in the physical sciences. The number of
positions increased most rapidly in the life sciences,
which averaged a 4.6-percent increase per year between
1979 and 1985.'

Postdoctoral positions at U.S. institutions are attractive
to foreign recipients of the U.S. doctoral degrees in S11F,
fields. Between 1972 and 1986, the number of foreign
recipients of U.S. doctoral degrees who indicated firm
plans to engage in further study at a U.S. institution
increased threefold-from 251 to 744 individuals. In
1986, 28 percent of new foreign doctorate holders with
firm plans indicated that they planned a period of
postdoctoral study in the U.S. This was more than one-
half (54 percent) of all those who planned to stay in the
U.S. (See appendix table 5-7.)

Retention Rates in Research Careers
The extent to which doctoral scientists and engineers

either stay research careers or move into other ac-
tivities is an indicator of the research workforce's stability.
Retention rates for careers in basic and applied research
have in fact been on the increase since 1975. The percent
of those who remained in these activities over the preced-
ing 2-year period was somewhat higher in 1985 than it
was in 1975. This was particularly true among engineers.
(See table 5-4.) However, engineers showed greater year -
to- year variability than did scientists. Over the past de-
cade, scientists leaving research have been moving less
often into teaching and management activities, and
slightly more often into development. Between 1983 and
1985, development was the most common destination for
engineers leaving research; teaching was the least fre-
quent choice. (See appendix table 5-31.)

Employment Sectors
In 1986, 79 percent of S/E researchers were employed at

universities and colleges. (See figure 5-2.) This propor-

"See National Science ioundation (1987a), Table C-46.

Table 5-4. Retention rates for research' careers:
1973/75-1983/85

Years All fields Scientists Engineers

Percent2

1973.75 72.2 74.2 60.1
1975-77 70.9 72.8 59.4
1977-79 63.9 67 45.7
1979.81 75.7 77.3 63.6
1981.83 72.9 75.3 59.1
1983.85 75.6 76.5 69.8

Research is defined as primary work activity in basic or applied research.
2 Percent remaining in research over the preceding twoyear period.

SOURCE National Academy of Sciences. Doctorate Records File, spec, a!
tabulations

1i.3

Science & Engineering Indicatorz-1987



lion was nearly identical for both doctorate holders and
other scientists and engineers. Some fields, however,
have a higher representation of basic researchers outside
the academic sector. (See figures 5-5 and 5-6.) For in-
stance, 12 percent of all physical science researchers (and
21 percent of those with doctorates) work in industry; in
contrast, industry employs only 5 percent of science re-
searchers in all fields. Similarly, 17 percent of researchers
in chemistry (30 percent of doctoral chemists) are em-
ployed in industry. Relatively large shares of earth scien-
tists and computer specialists also work in industrial
research. Environmental scientists are more likely to
work for either a nonprofit institution or the Federal
Government than are (=dentists in other fields.

Engineering researchers are nearly twice as likely as
scientists to work in the industrial sector. Among engi-
neers, the Federal Government employs only 7 percent
overall, but 37 percent of aeronautical and astronautical
engineers (34 percent of those at the doctoral level), and
20 percent of materials engineers with doctorates. In
engineering, the fields of concentration in industry and

Figure 5-5.

Non-academic scientists and engineers in
basic research, by sector and field: 1986
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Non-academic doctoral scientists and
engineers in basic research, by sector
and field: 1985
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government are similar; in science, fields of con-
centration differ between industry and government.

Growth Patterns by Field
Over the last decade, the total number of scientists and

engineers in acadt ,..1c R&D and basic research has more
than doubled, and the number of doctorate holders has
increased by 40 percent. (See figures 5-7 and 5-8.) Re-
search engineers have increased faster than have re-
search scientists (178 percent and 122 percent increases,
respectively). At thy' doctorate level, the increases were
53 percent for engineers and 39 percent for scientists.

Among research scientists, computer specialists" are
the fastest growing group, increasing fivefold between
1976 and 1986 (184 percent at the doctorate level). Since
the number of computer specialists is still relatively

omputer specialists are included among the Ileitis of aience rather
than engineering.



Figure 5-7.

Growth of S/E's in academic R&D and basic
research, by field
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small, however, this growth is not a major factor in the
overall increase in scientists performing academic R&D
and basic research. Researchers in the physical sciences
show the lowest growth rates of any major disciplinary
group for the decade: 18 percent overall and 26 percent at
the doctorate level.

In the most recent 2-year period,"' growth in the
number of engineers in academic R&D and basic research
was greater than that of scientists (19 percent versus 12
percent). At the doctorate level, however, the increase
among engineers was less than among scientists (5.5
percent versus 8.9 percent). Chemical, industrial, and
electrical/electronics engineers increased fastest-50per-
cent, 40 percent, and 29 percent, respectively, in total
numbers. Among doctoral research engineers, mechan-
ical, chemical, and civil engineering showed the fastest
growth-98 percent, 39 percent, and 23 percent, respec-
tively. Materials engineers in research decreased by 25
percent. In the most recent 2-year period, the total

"'Alternate year surreys were Londuitt..d 01 ail sueptists and engi-
neers and sir Ph D's. Data for illeSC IVA/ gruups thus refer to the
periods 198,1.86 and 1983.85, respectively.

Total

Total scientists

Physical
scientists

Environmental
scientists

Mathematical
Scientists

Computer
specialists

Life
scientists

Psychologists

Social
scientists

Total engineers

I
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number of computer specialists engaged in research ex-
panded by 20 percent (46 percent at the doctoral level).

CROSS-SECTOR INTERACTIONS

An important measure of the strength of the U.S. re-
search system is the extent of interaction among the
various research-performing organizationsparticularly
between scientists and engineers in academia and those
basic researchers in more mission-oriented sectors. In-
dicators of this interaction include mobility of re-
searchers, coauthorship across sectoral lines, and cita-
tions among sectors. The following describes these
indicators, and then discusses university-industry
interactions.

Cross-Sector Mobility of Researchers

People are the principal carriers of ideas from one
setting to another. The 2-year mobility rates shown in
appendix tables 5-8, 5-11, and 5-12 indicate the flow of
people among research-performing organizations. In
general, over any given 2-year period, most scientists
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and engineers do not change their sectors of emplo
ment. (Note the estimated stability late:, in figure 5-94
I-or example, about 95 percent of researchers in either
private industry or academia were still working in then
respective sectors 2 years later. This level of stability has

been about the same for the last decade. Among govern-
ment researchers, the stability rate rose between 1973
and 1975 and between 1981 and 19b3, but dropped be-
tween :983 and 1985. Government researchers who
change sectors are most likely to go to academia. nearly 5
percent did so between 1983 and 1985. (See appendix
table 5-11.)

All fields

Scientists

Engineers

Figure 5-9.

Percent of Ph.D. researchers who
remained employed in the sector between

1983 and 1985

(Percent)
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Researchers in nonprofit organizations are most likely
to move into another sector, probably because their jobs
are most vulnerable to shifts in funding. In the past
decade, about one-fourth of the researchers in nonprofits
moved to another sector over any given 2-year period.
Moreover, in both 1973-75 and 1981-83periods when
nonprofit institution basic research sponding de-
creasedthe percentage of researchers moving to an-
other sector rose to one-third. During those periods,
engineers were more likely to leave the nonprofit sector
than were scientists. In 1973-75, nonprofit researchers
were most likely to move into academic positions. During
this time, an estimated 22 percent moved into academic
positions. This represented 21 percent of scientists and
25 percent of engineers. In 1981-83, they were more likely
(18 percent) to move to positions in industry. (See appen-
dix table 5-11.)

The migration rates for doctorate-level researchers be-
tween academia and industry are estimated to b small.
(See appendix table 5-12.) Among scientists, a trend to-
ward increasing proportions of academic researchers
lea ing for industry was reversed in 1983-85, when only
2.3 percent left for industr% (compared with 2.8 percent
between 1981 and 1983). On the other hand, the share of
industry researchers rum ing to academia continued to
climb, reaching 2.2 percent between 1983 and 1985.

Rates for engineert, are harder to estimate because the
numbers are small. However, the rate of cross-mobility
for engineers seems to have dropped in the latest time
period, with 1.6 percent of academic researchers moving
to industry and only a fraction of 1 percent of industry
researchers moving to academia.

Cross-Sector Coauthorships and Citations
Research collaboration across sectors is on the rise, as

indicated by the percent of U.S. publications with authors
from more than one sector. (See appendix table 5-13 and
figure 5-10.) Coati thorship rates in general are increasing
across the fields of science and engineering (see figure
5-11), as are cross-sectoral coauthorships among all possi-
ble combinations of research-performing institutions. For
instance, in 1973 only 19 percent of articles by authors in
industry were coauthored with someone working in an-

1973

1977

Figure 5-10.
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other sector. (See appendix table 5-13.) In 1984, however,
36 percent were coauthored across sectors. wenty-four
percent of industry articles were coauthored with univer-
sity researchers. The fastest growing areas of industry-
university coauthorships in this period were biology and
biomedicine; this may well reflect the rapid growth in the
commercial significance of biotechnology. (See figure
0-32 in Overview and appendix table 5-15.) Industrial
coouthorship with I:FMC's and government laboratories
also rose sharply.

In contrast, or perhaps as a consequence, the attention
shown by researchers in one sector to articles published
in ane' her (as indicated by citation rates) has been drop-
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ping in most cases over the last decade. (See appendix
table 5-14.) While the levels of citation from university
authors to industrial authors remained relatively stable
between 1973 and 1984, the attention given by industry to
academia (using the citation indicator) dropped. The
numbers show a significant increase in attention among
nonprofit and Federal Government researchers toward
articles from industry, as well as toward FFROC's in the
non profit case.

xaminin:! the publications in detailed S/E fields illus-
trates the interdependence of research among the vari-
ous sectors. For example, note the rapidly expanding
research areas of transition -metal silicides and silicon
molecular-beam epitaxy. Both of these areas are of strate-
gic importance for the United States: the Soviet Union
and Japan have active research efforts in each. Moreover,
in each, the most active U.S. institutions are from dif-
ferent sectors. In transition-metal silicides, the most ac-
tive institutions in 1984 were Bell Laboratories, 113M,
RCA, the California Institute of Technology, and Stan-
ford University. The most active institutions in 1984 in
silicon molecular-beam epitaxy were Bell Laboratories,
the Massachusetts Institute ofli..chnology, the State Uni-
versity of New York at Albany, and the University of
California at Los Angeles."

University-Industry Contacts

Concern with the international competitive position of
U.S. industry has focused attention in particular on uni-
versity-industry contacts. As noted in chapter 4, "Re-
sources for R&D and Basic Research," industry support is
the fastest growing source of support for university re-
search, although it is still a small percentage of the total.
These data, along with information on coauthorship and
cross-citation, suggest that the level of contact between
industry and academia may be increasing.

Research itself is only one reason for university-indus-
try contact. Educational ties may be more important in
the long run. In a 1984 survey, a large share of doctorate-
granting institutions reported research ties with industry
(91 percent of public and 65 percent of private), but
among all the institutions responding, only 18 percent
reported researdi contacts.'' The most widespread ties
were joint meetings and equipment sharing (reported by
more than 70 percent of responding campuses), followed
by direct educational contacts: scholarship/loan pro-
grams and credit and noncredit courses for employees.
(Between 40 and 50 percent of responding campuses
were involved in these.) Lastly, 15 to 20 percent of univer-
sities reported jointly sponsored degree programs,
shared staff arrangements, or research contacts.

A similar survey among firms in Michigan produced
the distribution of contacts noted in appendix tables 5.16
and 5-17. Attending conferences appears as the most
frequent form of contact (as it did in the survey among
universities), and research contracts involved only a

" l'optibh..hed data pro% Mod 11% illt. National St rent t I ma mialitm.
Division of International Programs

`'Animas ((Mind On 1:(Incanon (19s;)

1"



small proportion of the firms. In general, the larger the
company, the greater its range of university relations.
Also, university-industry interaction is related to com-
pany life cycles. Companies at the start-up stage were
most likely to use technical services, employ faculty con-
t:ultants, and have a variety of other professional interac-
tions with nearby campuses. Companies at the stage of
rapid growth were most likely to recruit graduates, spon-
sor internships, and send staff to conferences. Com-
panies of stable or declining growth had the lowest levels
of university interaction."

Numerous and va ri ea Federal programs have tried to
encourage university-industry interaction ever the
years." In the 1980's, many States also initiated efforts to
encourage contacts between local universities and indus-
trial firms. Much of the encouragement is for educational
activities of the sort mentioned above, but some of the
efforts are focused on research. Surveys by the National
Governors' Association and the U.S. Congress, Office of
Technology Assessment, identified about 5G of these
efforts, spread across 29 States."More than two-thirds of
the research initiatives consisted of matching grants for
industrial funding of university research, sometimes in-
volving collaborative work. Cumulative 1980-84 funding
in these programs was estimated at 5350-450 million.

Faculty Consulting. Academic R&D contributes to in-
dustrial innovation through direct transfer of information
in the form of technical services and formal or informal
consulting relationships. An estimated 80 percent of fac
ulty members at U.S. universities and colleges have con-
sulted for an off-campus client at some point in their
careers, although less than 20 percent report having done
"a great deal" of it.'" About 90 percent of engineers have
had such experience; at less than 70 percent, mathemati-
cians and statisticians are least likely to have had this
experience. Every type of campus is involved. About
three-fourths of the faculty at baccalaureate institutions
report consulting experience, ranging up to nearly 90
percent of those at select research institutions.

There is a special relationship between small busi-
nesses and teaching institutions. In a 1984 survey, faculty
at comprehensive universities, colleges, and baccalaure-
ate institutions were much more likely to report that their
last clients were small businesses than were researchers
at research universities or engineering schools. These
discrepancies are particularly great in the environmental
sciences. (See appendix table 5-18.)

Research Contacts. fhe distribution of industry support
among fields of academic science is not known; about
one-half, however, is apparently spent in engineering.'"
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In a 1984 survey, industry respondents ranked the rele-
vance of research in the various science fields to technical
change in their lines of business. Computerscience and
metallurgy headed the list, followed by materials science
and clmistr"y.

Industrial support of university research in bio-
technology has received considerable attention in recent
years, but a 1985 survey shows that this support has not
yet reached the relative importance that it has in chemis-
try and engineering.' " Twenty- three percent of respond-
ents working in the "new biotechnologies" were principal
investigators on projects sponsored by industry, as corn-
pared with 43 percent of those in chemistry and engi-
neering. Industry supplied 7.4 percent of the research
fonds received by biotechnology faculty, as compared
with 32 percent of the funds received by chemistry and
engineering faculty.

University Entnweneurship. Another new feature of the
relationship between universities and commerce is aca-
demic entrepreneurship, which involves both individual
faculty members and universities themselves. Several
developments have influenced this trend, including
changes in Federal patent laws and the emergence of the
biotechnology industry.

In 1980, Federal patent law was alterec: to allow univer-
sities and small businesses to retain title to inventions
resulting from Federally sponsored research projects.
This change provided a new incentive for the formation
of businesses based on university inventions. The effects
of this change in die law are expected to appear only in
the long term; further, they will be difficult to sepan.te
from other changes in the academic environment.2"

The level of pate:ding activity of U.S. universities and
colleges has increased over the past 2 dec,cles (see appen-
dix table 5-19), although academic panting remains
only a small share of the total. The rate of increase in
patents granted between 1980 and 1985 was more than
double the rate of increase in the preceding 5 years; it was
somewhat less, however, than the rate of increase for
1970-76,. The most active patent classes are in the bio-
medical area: bio-affecting drugs, molecular biology and
microbiology, and surgical inventions.

Another sigr. of the involvement of academia in the
commercial sphere is the appearance of spin-off firms
founded by university scientists. Despite the attention
devoted to a few examples such as Cetus and Genentech,
there are indications that this phenomenon is concen-
trated in a few universities and involves only a handful of
firms.21 A 1985 survey found that only 8 percent of faculty
in biotechnology fields held equity in a company whose
products or services were based on their research.2= Sim-
ilarly, a study of the "Cambridge phenomenon" has

"Nelson (1986), p. 187.
"Blumenthal, et al. (1986), p. 1362.
:"A study of universPy patenting policies before and after the change

in the law was conducted by the Swety of University Patent AdnUn
istrators. A copy 01 the report is available from Frederic II. lirbisch,
Director of Research Services, Michigan Technological University,
Houghton, MI 49931.

'Peters and lusfeld (1983).
"Blumenthal, et al. (1986), 1364.



shown that most of the high-technology development
associated with that university town has been generated
through a chain of spin-offs from firms, not by spin-offs
directly from the university.2'

INTERNATIONAL CONTACTS

Science and engineering research has always been an
international activity. For centuries, students have trav-
eled to the world's scientific centers for training am.
,maintained contact with their teachers after returning
home. There is an equally strong tradition of researchers
with common interests collaborating across national
boundaries. jcientific knowledge, once created, has been
shared. The following presents indicators of U.S. par-
ticipation in the international world of science.

The evidence presented here points to a changing
pattern. The U.S. educational system is granting an in-
creasing number of doctorate degrees to foreign na-
tionals, and larger proportions of these degree recipients
are electing to stay in the U.S. to pursue their careers. At
the same time, U.S. citizens with new doctoral degrees
are going abroad at the same rates as for the past decade.
At the senior level, U.S. researchers are collaborating
more internationally. Yet world science is paying some-
what less attention to U.S. science (at least as indicated by
citations) than it has in the recent past.

Young Researchers

In 1986, a larger share of doctoral recipients in the
United States were foreign citizens than atany time in the
last 10 years, and a larger share of them had plans to stay
and work in the United States. In 1975, 16 percent of
doctorate recipients were foreign nationals, as compared
with 21 percent in 1986. (See appendix table 5-20.) Of
Close with firm postgraduation plans, 29 percent in 1972
planned to stay in the United States, but 52 percent
planned to do so in 1986. (See appendix table 5-7.) Of this
latter group, 54 percent were staying for postdoctoral
research, 26 percent for academic employment, and 17
percent for industrial employment. In the physical and
biological sciences, the largest percentages were staying
for postdoctoral study; in engineering, mathematics, and
computer science, the largest percentages were going
directly into academic or industrial employment.

One-half as many S/E doctorate recipients who were
U.S. citizens (214) planned to go abroad for postdoctoral
study in 1983 as the number of foreign recipients who
planned to stay here (434). (See appendix table 5-21.) The
percentage of U.S. citizens going abroad for postdoctoral
study has fluctuated over the years. It reached its high
point in 1971, when 2.4 percent went abroad. In recent
years, the share has been much lower, about 1.5 percent.
In psychology, the trend has clearly been down; in other
fields, such as agriculture and the social sciences, the
share seems to be rising.

2-71ic Cambridge Phenomenon (1985).
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International Collaboration

International collaboration is playing an increasingly
large role in the production of scientific knowledge. One
sign of this trend is the increase in academic exchange
visas granted by the U.S. Government. In 1986, 102,854
foreign nationals were granted visas to visit universities
in the United States; this was up 15 percent over 1985,
and up 52 percent since 1978. (See appendix table 5-22.)

This is also demonstrated by cross-national
coauthorships in the research literature. U.S. articles that
were internationally coauthored have made up a larger
share of the literature every year over the past decade.
(See figure 5-12.) In 1984, 18 percent of papers with
authors from more than one institution involved interna-
tional collaboration, as compared wall 13 percent in 1973.
International collaboration increased fastest in the fields
of engineering and technology (a 58-percent increase in
the share from 1973 to 1984) and physics (a 48- percent
increase). (See appendix table 5-23.) Researchers at
FFRDC's were most likely to be involved in international
coauthorship in 1984, followed by those in universities
and industry. (See appendix table 5-24.) More than 25
percent of publications from FFRDC's were interna-
tionally coauthored, as compared with 18 percent for
private firms and 16 percent for universities. Industry's
cress-national collaboration rate is increasing more slow-
ly than the rates in other sectors.

The increase in U.S. international collaboration has
been modest compared with that in other major scientific

Figure 5-12.
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nations; further, the U.S. level of international collabora-
tion is relatively low. (See figure 5-13.) In West Germany,
the United Kingdom, France, and Canada, from one-
third to one-half of institutionally coauthored publica-
tions are coauthored with researchers from other nations,
as compared with about one-fifth in the United States.
The U.S. percentage is similar to that for the U.S.S.R. and
japan.

Publications

The share of the world's literature that comes from the
United States has been stable for some time at 35 per-
cent,24 as have the U.S. shares of world publications in the
various S/E fields. The fields in which the U.S. produces
the largest share of the world's publications are earth and
space sciences (41 percent), clinical medicine (41 per-
cent), engineering and technology (40 percent), and bio-
medicine (39 percent). (See appendix table 5-26.) The
distribution of articles by subfield appears in appendix
table 5-27.

The slight drop in the percentage between 1980 and 1981 is the
result of an enlargement of the data base.
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Cross-National Attention
While international collaboration in the form of

coauthored papers is increasing, a closer look at the liter-
ature indicators suggests two further developments in
the flow of information between U.S. and foreign
researchers.

First, U.S. authors are paying increasing attention to
the published work of foreign authors. Between 1974 and
1984, references in U.S.-authored S/E articles to foreign-
authored articles increased from 23 percent to more than
29 percent of all references. (See figure 0-21 in Overview
and appendix table 5-28.) This pattern holds across all
broad S/E fields. It is most marked in mathematics, where
the proportion of references to foreign articles almost
doubled over the decade.

Second, while U.S. researchers are increasingly scan-
ning foreign literatures, world S/E authors are paying
slightly less attention to U.S. published work. (See ap-
pendix table 5-29.) The U.S. literature published in 1982
was cited only about 83 percent as frequently as one
would expect on the basis of its volumedown from 96
percent in 1980.25 U.S. physics, chemistry, and earth and
space sciences received the most attention from abroad,
more than 90 percent of what would be expected based
on the volume of the 1982 published literature.

A Case Study in International Collaboration
The earth and space sciences illustrate the trends to-

ward internationalization outlined above. These fields
also show the growing levels of international activity as
demonstrated by shared facilitiesfor example, those
provided by the Deep Sea Drilling Project (DSDP), the
world's largest international collaborative venture.

Both institutional and international coauthorship have
been rising in the earth sciences. Institutional
coauthorship rose from 23 percent of all articles in 1973 to
39 percent in 1984. (See appendix table 4-36.) Interna-
tionally coauthored articles have risen from 23 percent of
all institutionally coauthored articles in 1973 to 34 percent
in 1984. (See appendix table 5-23.) Among the nine most
active nations in these fields, the U.S. shows the second
highest level of in-country institutional coauthorship.
(The highest level is in the Soviet Union.) The U.S.,
however, is also the most frequent partner of the other
active countries when they coauthor internationally.

One factor contributing to the increase in international
coauthorship in these fields is the need to share very
expensive research equipment. For instance, special
drilling ships and equipment are needed to drill into the
ocean floor and retrieve geological information. In 1974,

'Although this measure of world attention to the 1982 C S litcra:ure
can be expected to rise somewhat when 1985and 1986 citing literature
are added to the data base, it is still lower than the omparablc figure for
the 1980 literature (that Is, the relatn,e citation ratio- 85-- for the 1980
literature as cited by only 1981 and 1982 papers)

'Computer Ilorizons, Inc. (1986).
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the National Science Foundation's ocean drilling pro-
gramwhich operated such a shipwas interna-
tionalized. The $40 million annual operating costs of the
new Deep Sea Drilling Project are now shared among six
partner countries, including the United Kingdom, West
Germany, Canada, Japan, and France. Scientists from
member countries propose shipboard projects to a selec-
tion panel, and share the ship and its facilities on its
research voyages.

Areas of research in which DSDP results are reported
show higher levels of international coauthorship than
appear in the earth sciences as a whole. The 10 areas
listed in appendix table 5-30 were identified in a bibli-
ometric data base as some of the ones where results of

DSDP projects are most prominent." U.S. authors pub-
lishing in these areas showed noticeably higher rates of
international coauthorship in 1983 and 1985 than the
rates for the earth sciences as a whole in 1982. These data
are consistent with the notion that the activities of the
Drilling Project itself encourage international
collaboration.

''The areas ot research were created through co-citation clustering ot
the Science Citation India. Areas n here the term "deep sea drilling"
ippeared frequently ;nartide titles %%ere chosen for analysis. The set ot
research areas is thus intended to illustrate the collaboration rates in
DSDP research areas, and not to be either comprehensive or
representative.
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industrial Research and Technological Innovation

HIGHLIGHTS

Industry employs about four-fifths of all engineers in the
United Slates and one-half of all scientists. This includes
more than three-quarters of all computer specialists
and more than one-half of all environmental scientists.
From 1976 to 1986, employment of mdustrial scientists
and engineers increased by 8 percent per year, in spite
of a major recession during this period. (See
pp. 103-104.)

Expenditures for industrial research and development
(R&D) are growing. Total industrial expenditures for
R&D are estimated at $91 billion for 1987; this repre-
sents 73 percent of all R&D expenditures in the United
States. From 1980 to 1987, the average annual increase
in industrial R&D expenditures was 5.8 percent in
constant dollars. (See p. 104.)

Private industry has funded more than one-half of all indus-
trial R&D every year since 1968, and ?low funds nearly two-
thirds of the total. From 1980 to 1985, the annual rate of
increase in company R&D spending was 5.5 percent in
constant dollars. Only a 3-percent increase is estimated
from 1985 to 1986, and a 2-percent increase from 1986
to 1987. (See pp. 104-105.)

The rate of increase of Federal funds for industrial R&D has
slowed after a period of rapid growth. From 1980 to 1985,
Federal funds for industrial R&D rose at an annual rate
of 7.8 rercent in constant dollars. The estimated in-
crease for 1985 to 1986 is 14 percent; however, for 1986
to 1987, the estimated rate of increase dropped to 3
percent. (See p. 105.)

As a group, nonmanufacturing industries that perform R&D
showed considerable employment growth from 1975 101985.
During this time, employment rose only slightly in
high-technology manufacturing. Employment de-
clined in other manufacturing. (See pp. 105-106.)

Between 1980 and 1985, R&D expenditures increased es-
pecially rapidly in high-technology manufacturing indus-
tries. The growth rate was 7.6 percent per year in con-
stant dollars, compared with 2.4 percent per year in
other manufacturing and 3.9 percent per year in non-
manufacturing. This increase in high-technology
spending was largely due to Federal expenditures for
defense R&D in the aircraft and missiles industry. Such
expenditures grew annually by 9.3 percent in constant
dollars during this period. (See p. 106.)

The decline in patenting by Americans has stopped, but
foreign patents in the U.S. continue to increase. The filing
of successful patent applications by Americans raked
in1969 and reached a low point in 1983, with a slight (14
percent) recovery from 1983 to 1986. Small companies
receive about 12 percent of U.S. domestic patents;
universities receive about 2 percent. Successful patent

applications by foreigners have increased, currently
accounting for 46 percent of all U.S. patents. (See
pp. 106-108.)

Japanese patenting in the United States has increased consid-
erably in recent years, especially in high-technology fields.
From 1975 to 1986, the Japanese share of U.S. patent
grants increased from 8 to 19 percent. This increase
offset the drop in the American share, particularly in
the transportation equipment and office, computing,
and accounting machine fields. In a sample of 13 nar-
row high-technology fields, the number of Japanese
patents increased in all fields, and the Japanese share
increased in all but one. Furthermore, although the
number of American patents increased in 7 fields, the
American share decreased in all 13 fields. (See
pp. 108-110.)

Small high-teelmology businesses have experienced a much
higher rate of growth during the last decade than has either
small business employment overall or total enzployment. In
some high-technology industries, there was a strong
trend for successful small firms to leave the pool of
small businesses, either through internal growth, mer-
ger, acquisition, or corporate takeover. Consequently,
firms representing 16 percent of small business em-
ployment in 1980 in the office, computing, and ac-
counting machine industry had become parts of medi-
um-sized or large firms by 1984. (See pp. 111-114.)

The pool of capital managed by venture capital firms was
almost seven times as large in 1986 as it was in 1978.
Venture capital is an important source of funds in the
expansion of small high-technology companies. In
1986, new funds made available to venture capitalists
reached $4.5 billion. Throughout the early 1980's, dis-
bursements by venture capitalists lagged behind new
commitments of funds, indicating a growth of the cap-
ital still available for investment. Firms producing
computers and computer-related goods and services
ha% e been popu:ar with venture capitalists, both for
direct venture capital investments and for venture-
backed offerings of stock. (See pp. 114-115.)

Small business has been particularly important in the bio-
technology industry. Approximately two-thirds of the
firms reporting activity in biotechnology employed
fewer than 1,000 people; about 75 percent of these were
privately held firms. These firms were concentrated in
genetic engineering and in biotechnology equipment.
There are preliminary indications that new firms enter-
ing the biotechnology field are shifting from the core
areas of genetic engineering and immunology to such
specializations as equipment, cell culture tech-
nologies, and animal biotechnology. (See pp. 115-116.)
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In the United States, as in many other Western coun-
tries, private industry is the source of technological inno-
vation and the site of mos: R&D activity aimed at such
innovation. This sector is also the principal employer of
scientists and engineers.

In terms of expenditures, private industry performs
about 73 percent of the Nation's R&D. (See figure 6-1.) In
" e other four large free-market countries (Japan, West
Germany, France, and the United Kingdom), industry's
share of the total national R&D is lower, however, that in
Japan and West Germany is beginning to approach the
U.S. level. As a source of funds, private industry sup-
ports about one-half of all R&D conducted in the United
States. (See figure 6-1.) While this is a high level, it is
exceeded uy countries like West Germany and Japan that
do not have such large amounts of government-support-
ed military R&D.

Current U.S. policy interest is centered on sustaining
economic growth, and especially on fostering the inter-
national competitiveness of U.S. industries in both high-
and low-technology areas. Industrial competitiveness af-
fects such broad economic issues as job creation and
retention, the rate of inflation, the balance of payments,
and economic growth. Federal policy attempts to encour-
age industrial growth and competitiveness in several
ways. It seeks to promote technological development
through direct support and tax incentives for R&D ex-
penditures, and through measures to control inflation,
improve capita! formation, improve the patent system,
and remove unnecessary Federal regulations. Thus,
Federal support for basic researchprincipally at univer-
sities and colleges, but also at agricultural experiment
stations, hospitals, and Federal and private laborato-

liessupplies part of the knowledge base for new tech-
nology. Support for science and engineering (ST) oduca-
tion provides the necessary personnel, again primarily
by way of the university and college sector. Finally, reg-
ulatory and patenting reforms are intended to improve
the conditions and incentives for increased industrial
science and technology (SIT) activities.

This chapter discusses indicators of recent trends in
industrial S/T resources and activities related to tech-
nological innovation. "Input" indicators such as S/E per-
sonnel, R&D expenditures, and venture capital outlays
are presented. This is followed by discussions of trends
in patenting, the role of small business in innovation, and
selected measures of technological innovation.'

SCIENTIFIC AND ENGINEERING PERSONNEL IN
INDUSTRY

The past decade has seen dramatic changes in the
occupational and industrial distribution of the science,
engineering, and technical workforce in industry. (See
chapter 3, "Science and Engineering Workforce," pp.
55-58.) The principal broad features of these changes are.
(1) the rapid expansion of the nonmanufacturing sector
which primarily accounted for the increase in S'E em-
ployment during the decade, and (2) the increasing pro-
portion Gf scientists and engineers in the relatively static

'See also chapter 7, 'The International Markets for U.S TeLhnology,"
for additional information on the Lompetitieness issue

Figure 6-1.

Industry funding and performance of R&D, as a percent of total R&D, in selected countries
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total employment growth in the manufacturing indus-
tries, reflecting an increasingly "hi-tech" workforce in
this sector.

Industry employs about four-fifths of all engineers in
the United States, and about one-half of all scientists.'
More than three-quarters of all computer specialists are
in industry, as are three-fifths of physical scientists and
more than one-half of all environmental scientists. R&D
is the primary work activity of about one-fourth of all
scientists and engineers hi industry. While scientists are
concentrated more in research than in development, the
opposite is true for engineers. Many scientists and engi-
neers also engage in other Sir-related activities, such as
R&D management, teaching, design, testing, produc-
tion, sales, and inspection. (See appendix table 3-4.)
Thus, trends in industrial S/E employment reflect shifts
in the amount and distribution of Sir-related work per-
formed by industry.

Over the 1976-86 period, employment of scientists and
engineers in industry grewdespite a major recession
at a rate of 7 percent per year. (See chapter 3, "Science and
Engineering Workforce, p. 56.) This suggests not only
that employment opportunities are increasing in science
and engineering as compared with other fields, but also
that industry is becoming more and more reliant on
science and technology to improve its products, produc-
tion processes, and services.

In 1986, industry employed almost 800,000 scientists
and 1,800,000 engineers. Employment of scientists was
dominated by computer specialists, while electrical/elec-
tronics and mechanical engineers were dominantamong
engineers. (See appendix table 3-16.) Since 1976, com-
puter specialists have shown the greatest growth rate,
accounting for more than one-half of total employment
growth in the sciences. By 1986, they made up 40 percent
of all scientists in industry. Mathematical scientists, many
of whom work in computer-related areas, were the sec-
ond most rapidly increasing group. Within engineering,
employment of civil engineers showed the most rapid
growth.

EXPENDITURES FOR RESEARCH AND
DEVELOPMENT IN INDUSTRY

Trends in constant-dollar funds spent on industrial
R&D are indicators of the level of R&D activity in indus-
try. Funds for industrial R&D come almost exclusively
from two sources: private industry itself and the Federal
Government.' Total estimated current-dollar expen-
ditures for industrial R&D have increased markedly in
the last several years, with $85 7 billion estimated for

'See National Science Foundation (1985).
'The small amount of funding from other sourLes, suLh as State

Governments, is Lombined nith prRatc Lompany Wilding in the tollon-
ing discussion. Sonic companies perform "independent research and
development" (IR&D), i.e., in-house R&D intended to better prepare
the companies to bid on National Aeronautics and Space Administra-
tion or Department of Defense projects Some of these expendituresare
later reimbursed by the agency as overhead charges allocated to con-
tracts. In this chapter, IR&D expenditures are counted as company
funded R&D.
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1986 and $90.7 billion for 1987. (See figure 0-28 in Over-
view.) This increase represents a 10.7-percent per year
growth rate from 1980 to 1987 in current dollars. In con-
stant-dollar terms, total R&D funding in industry has
risen every year from 1975 to 1987 at an average rate of 5.4
percent per year, between 1980 and 1987, it hasgrown 5.8
percent per year. The 1986-87 increase, however, is esti-
mated at only 2.5 percent. (See figure 6-2.)

Total R&D funding in the United States is estimated at
$124.3 billion in 1987, by this measure, industry performs
73 percent of the Nation's R&D. About 76 percent of
funding for industrial R&D is for development, while
development is only 36 percent of R&D expenditures in
all other sectors combined.

Figure 6-2.

Expenditures for industrial R&D, by source of funds
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See appendix table 6.2, Science & Engineering Indicators 1987

Trends in Company Funding

Both Federal and State Governments have been active
in encouraging technology investments by private com-
panies.' For example, the Federal Government has taken
measures to stimulate the economy, grant special tax
credits for R&D, and clarify the restrictions on R&D
consortia involving competing companies. Testifying to
the success of such efforts, company funding in 1987 was

'See U.S. Coness, Office of Technology Assessment (1984) and
National Governors Association (1983). Trends in collective industrial
research in Hy. United States and sonic other countries are studied in
laklisch, Pusfeld, and Levenson (1984).
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estimated to be 64 percent of all R&D expenditures in
industry. (See figure 6-2.) The share of total industrial
R&D outlays provided by industry first exceeded fund-
ing provided by the Government in 1968, it has continued
to increase throughout the 1970's. In Lonstant-dollai
terms, the annual rate of increase in company R&D
spending was 5.9 percent per year from 1975 to 1985.
Preliminary data suggest, however, that the average an-
nual rate of increase from 1985 to ;986 will be only 3.2
percent, and only 2.0 percent from 1986 to 1987. This
slowing in the rate of increase is attributed to poor sales
expectations, concerns for short-term profitability, and
the restructuring of R&D efforts after corporate mergers.'

A variety of factors contributed to the recent high rate
of private investment in R&D. In 1984, officials from
about one-third of a group of large R&D-performing
companies reported that the Economic Recovery Tax Act,
which included a 25-percent tax credit for incremental
R&D expenditures, had favorably influenced their R&D
budgets." Moreover, constant-dollar company R&D ex-
penditures did not decrease during the recession in the
early 1980's (as they did in the recessions of 1970-71 and
1975). Instead, there was actually an increase, spurred by
companies' concern that foreign competition is steadily
eroding the U.S. technological lead.' A recent study indi-
cates that R&D contributed significantly to industrini pro-
ductivity in both the 1960's and 1970's, in spite of the
overall slowdown in productivity growth and the general
worry about the possible exhaustion of technological op-
portunities. Basic research appeared to make an es-
pecially large contribution. Although Federally financed
R&D expenditures had a positive effect on productivity,
private support contributed significantly more.'

Trends in Federal Funding
While constant-dollar company funding for R&D has

shown an almost uninterrupted increase, Federal fund-
ing has shown greater variations. Its historic high was in
1966; after this, cutbacks in many programs (particularly
those at NASA) led to a steady overall decline that lasted
until 1975. However, Federal constant-dollar expen-
ditures for industrial R&D have increased since 1975 at an
estimated 5.6 percent per year through 1987. (Note,
however, that the increase from 1986 to 1987 is estimated
at only 3.2 percent.) The recent increased emphasis on
defense-related R&D has brought the Federal contribu-
tion, in constant dollars, back to its 1960's levels. For
example, in fiscal year 1987, the Department of Defense
(DoD) is contributing an estimated 85 percent of all
Federal funding obligations for industrial R&D; in 1980, it
only provided 70 percent.

In addition to defense, the Government's policy is to
increase support for civilian-oriented basic research,
while giving considerably less emphasis to civilian ap-
plied research or development. From 1980 to 1987,

'National Science Foundation (1987).
'See National Science Foundation (1984).
'Business Week (1984). This article contains a listing of the companies

with the greatest R&D expenditures.
'See Griliches (1986).

Federal obligations for industrial bask research exclud-
ing DoD fundingincreased by 119 percent, while ap-
plied research obligations increased only 13 percent and
development obligations decreased by 26 percent. In
terms of dollar amounts obligated, development remains
by far the largest R&D component: in fiscal year 1987, an
estimated 72 percent of all Federal funding obligations for
industrial R&D will be for development.

R&D Expenditures and Employment in Individual
Industries

Trends in R&D expenditures vary substantially among
industries. For purposes of comparison, industries may
be divided into three general groups: high-technology
manufacturing, other manufacturing, and nonmanufac-
turing.' (See figures 0-29 in Overview and 6-3.) This
division is in accordance with current policy interest in
high technology, and also reflects the distinction be-
tween manufactured goods and services.

Figure 6-3.

R&D-expenditures, by industry' group
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High-technology manufacturing Industries accounted
for 76 percent of total R&D funding in 1985. Other man-
ufacturing industries accounted for 20 percent, while

'A list of the industrk in each group is her n in appendix table 6-3
I ligh-technology industries are identified in terms of the ratio of their
R&D expenditures to their net sales.



nonmanufacturing (including services) accounted for
only 4 percent. By comparison, in 1985 only 44 percent of
total employment in R&D-performing companies was in
high-technology manufacturing, while. 45 percent was in
other manufacturing, and 12 percent in nonmanufactur-
ing.'" (See figure 6-4.)

During the 10-year period from 1975 to 1985, the aver-
age growth rates of R&D expenditures in the three sectors
were 5.9 percent per year in high technology, 4.2 percent
in other manufacturing, and 7.5 percent in nonmanufac-
turing, in constant-dollar terms." During this interval,
the growth rate in total employment was 1.1 percent per
yeas in high-technology manufacturing, negative in other
manufacturing, but large in R&D-performing non-
manufacturing (7.1 percent per year). This clearly reflects
the shift in U.S. industry from goods to services.'2

Figure 6-4.

Total employment of R&D-performing companies,
by industry
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Between 1980 and 1985partly a period of economic
slowdowna somewhat different pattern emerged.
R&D outlays in high-technology manufacturing in-
creased considerably, rising at a rate of 7.6 percent per
year in constant dollars. This was far above the increase in
other manufacturing (2.4 percent per year) and the 3.9-

'Note that the nonmanufacturing employment figures discussed
here do not apply to all nonmanufactunng industries, but only to those
nonmanufacturing industries that report R&D expenditures.

"As noted above, slower intreases in total industrial R&D holding
are estimated for 198 .

"More than oneht,If of the R&D expenditures and employment in
this nonmanufactunng sector are in electric, gas, and sanitary services;
computer and data processing services; miscellaneous business serv-
ices (which include computer programming and other software, and
R&D laboratories and commercial testing laboratories); and engineer-
ing, architectural, and surveying services The peak year for total em-
ployment in R&D-performing nonmanufacturing was 1981.
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percent per year rise in nonmanufacturing. Employment
in 1980-85 declined in both high-technology and other
manufacturing industries (at rates of 1.4 percent and 3.2
percent per year, respectively) and in nonmanufacturing
(1.3 percent per year).

The rapid increase from 1980 to 1985 in high-tech-
nology manufacturing R&D was partly due to the aircraft
and missiles industry: Federal R&D expend:"ares in this
industry grew at about 56 percent in constant dollars. In
dollar terms, Federal support accounted for most of this
industry's R&D growth." Another large increase during
this period-51 percent, in constant dollarswas in pri-
vate R&D expenditures in the chemical industry. (See
appendix tables 6-5 and 6-6.)

Since 1980, large percentage increases in Federal sup-
port have occurred in nonelectric machinery, including
computers (83 percent): and in communication equip-
ment (68 percent), which is part of the e!ectric equipment
industry. Overall, the R&D support received by different
industries from the Federal Government varies widely,
ranging from 4 percent for the chemical industry to 76
percent for the aircraft and missiles industry. (See appen-
dix table 6-7.)

PATENTED INVENTIONS

Industrial R&D produces many benefits for the per-
forming company, among them a stream ofnew technical
inventions that may in turn be embodied in innovations,
i.e., in new or improved products, processes, and serv-
ices. While there is no accepted method for directly
counting such inventions, the patents taken out on new
inventions can serve as indicators of invention.

Patenting indicators, while instructive and convenient,
involve some well-known drawbacks. For instance, many
inventions are not patented, yet patented inventions are
implicitly taken to represent all inventions with respect
to their distributions and rates of increase/decrease. In
fact, industries vary considerably in their propensity to
patent inventions rather than hold them as trade secrets.
For this reason, comparison of patenting rates among
different technologies or different industries is inadvisa-
ble. Further, counts of patents treat all counted patents as
equal, although it is known that patents vary markedly in
their technical and economic values. In the absence of an
agreed-upon method for rating patents, however, the
assumption of their equality is unavoidable. The problem
of patent quality is further discussed later in this section.

Inventors and Owners of Inventions Patented in the
United States

The U.S. Patent and Trademark Office issues patents to
both U.S. and foreign inventors. The peak year for pat-
ents awarded to Americans and for total patents awarded
was 1971. (See figure 6-5.) The recent low point was in
1983, but the rise from then to 1986 was a substantial 16

"In 1985, the Federal Government paid for 76 percent of the R&D
expenditures in this industry. Aircraft and missiles companies received
51 percent of all Federal R&D support to industry, and accounted for 8
percent of all private support.



percent fc, U.S. domestic patenting. Foreign patenting in
the United States has generally increased between 1970
and 1986, with 36-percent increase from 1983 to 1986.

These trends are open to various :nterpretations. If it is
assumed that a country's domestic patenting is an indica-
tor of its production of inventions," then the production
of inventions in the United States declined in the 1970's.
Similar declines were observed in many t-her indus-
trialized countries, although there were steady increases
in Japan. On the other hand, patenting by foreign coun-
tries in a large country like the United States mit)/ be
taken as an indicator of the foreign levels of invention.lc
Under this assumption, the increase of foreign patents in
the United States would represent a genuine growth in
foreign inventions. Further, the trend in the number of
patents may not be the same as the trend in the value of
those patents. For instance, preliminary studies of pat-
enting in West Germany, the United Kingdom, and
France show that the economic value of patents applied
for in those countries did not drop in the early 1970's,
even though the total number of patent applications was
declining.'~

"This approach is taken by Schiffel and Kitti (1978) The authors
conclude that increasing world trade and the possibilities of exporting
to a large and rich market seem to explain the increased foreign filings of
patent applications in the United States. The conclusionsand method of
this study are critiqued by Bosworth (1980) and l3asberg (1983).

approach, along with the preceding one, is discussed by Pavitt
(1985).

'See Griliches, Pakes, and Hall (1986). These researchers found the
distribution of patent values to be very broad and highly skewed. They
do not therefore encourage use of patent counts to represent short-run
changes in R&D output. They also found that the total value of patent
rights is quite high, but still amounts to only 10 or 15 percent of a
nation's total expenditure on R&D. Hence, there must be other signifi-
cant means by which R&D performers seek returns from their
investment.

Figure 6-5.

U.S. patents granted, by nationality of inventor
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The data in terms of date of patent grant are quite
irregular from year to year because of fluctuations in the
rate Jf patent application processing by the Patent Office.
To rAnove these fluctuation, granted patents can be
counted in terms of the year in which each patent was
applied for. (See figure 6-5.) T le application date is
roughly 2 or 3 years before the year of grant; it is therefore
closer to the time in which the invention actually took
place.

In terms of application date." foreign patenting again
shows a pattern of fairly steady increase with a few dips
in 1975 and the early 1980's. From 1983 to 1986, the in-
crease in foreign patents has been about 8 percent per
year. Patenting by ArrQricans shows a much more com-
plicated trend, with a peak in 1969 and a steady decline
from 1975 to 1983. From 1983 to 1986, there was a slight
recovery at a rate of about 4 percent per year.

The patents received by American inventors can be
further analyzed according to their class of owner. (See
figure 6-6.) Inventors who work for private companies or
for the Government commonly assign ownership of their
patents to their employer; self - employed inventors usu-
ally retain ownership of their patents. Thus, the owner's
sector is a good indication of the sector in which the
inventive work was done. In recent years, about 73 per-
cent of U.S. patents have been assigned to corporations.
Trends in corporate-owned patents have been very sim-
ilar to the overall trends in U.S. patenting discussed

' "Since many of the patent applications filed in recent years have not
yet been examined by the Patent Office, it is not known how many of
these will ultimately become granted patents An estimate of the ex-
pected number of granted patents can be obtained by multiplying the
total number of applications for each year by the recent success rate
These estimates are used for patenting rates by date of application
throughout this chapter.
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Figure 6-6.

U.S.patents granted to U.S. Inventors, by type of owner
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above. In all three sectors, the patenting rate was at its
most recent peak in the mid-1970's, and has been rela-
tively flat since 1980.

Data on patenting by corporations include information
on several kinds of small entitiesi.e., universities, indi-
viduals, and small companieswhose patenting pat-
terns are of interest in their own right. For example,
about 1.4 percent of patents wanted to Americans are
currently assigned to universities. (See chapter 5, "Aca-
demic R&D and Basic Research: Patterns of Perform-
ance," for a discussion of the technical fields in which this
patenting is concentrated.) Such patenting is encouraged
by the Uniform Federal Patent Policy Act of 1980
(amended 1984), which permits nonprofit organizations
and small businesses to retain patent rights for inven-
tions achieved with Federal grant mone. In 1986, 636
patents were granted to U.S. universities and colleges.
While this represents an increase over earlier years (in
1976, U.S. universities were assigned only 345 patents), it
does not reflect all of the inventive activity that takes
place at universities. Although university staff and fac-
ulty may assign their patent rights to their institution,
they also may sometimes retain the rights as individuals
or assign them to small companies with which they are
associated.'' Thus, a fuller picture of academic patenting
trends is obtained by considering patenting by individu-
als and small companies. (See table 6 -I.) Individuals,
some of whom have a university affiliation, own about 20
percent of all U.S. patents. in addition, small business

"Stall or faculty members maN also lit ense their patents to small or
large companies, but licensing transactions are not reflected in the
present data,
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entities have substantial rates of patenting: about 12 per-
cent of patents awarded in 1986 were owned by small
companies.'" Some of this patenting should also be cred-
ited to academic researchers.

The patents granted to foreign inventors can be as-
sessed by country. (See figure 6-7 which shows the four
largest foreign patenting countries.) Since 1975, Japan
has been the largest foreign patenting country in terms of
date of grant. Japanese inventors received 19 percent of
all patents granted by the U.S. Patent and Trademark
Office in 1986. The next largest foreign patenting nation

'1 hese small business patents are identifiable because small entities
a re permillt d to file for a partial rebate of the patent application lee,
I tom.% er. sow of the patents for %s huh the Ikmr tee was paid were
assigned to Indic Ulnal oft ners or here unassigned, It one towns only
corporate owners, 10 0 pert ent of the patents granted in 1985, and 9,5
percent of those granted in 1980, were owned by small companies.

Table 6-1. Percent of U.S. patents granted
to U.S. small entities

Year Small business Individuals
Colleges and
universities

Percent
1983 NA 23.0 1.3
1984 NA 23.2 1.4
1985 12.6 23.4 1.4
1986 11.7 24.8 1.7

SOURCES: U.S. Patent and Trademark Office. TAF Report: All Tech-
nologies Report (Apri1,1986), TAF Report: All Universities (June. 1987). and
unpublished data

Science & Engineering Indicators-1987



was West Germany, with 10 percent. Since 1980, Japanese
patenting in the United States has increased 85 percent,
the increases for West Germany (18 percent), the UK (0
percent), and France (13 percent) were much less.

In terms of patent applications, the results are similar.
Japanese inventors in 1986 submitted 19 percent of all
applications received by the U.S. Patent Offict.. American
inventors submitted 53 percent. Since 1980, Japanese
patent applications have increased by 77 percent, while
West German applications have increased by 10 percent,
British applications by 11 percent, and French applica-
tions by 17 percent. In contrast, American applications to
the U.S. Patent Office increased by 5 percent from 1980 to
1986.'1

Patenting by Individual Countries in Various
Technical Fields

The decline in patenting by Americans from the
mid-1970's to 1983 occurred in many important technical
areas,' and may presage a shift in the economic con-
dition of the corresponding industries. From 1975 to1986,
the share of U.S. patents granted to Americans dropped
from 65 percent to 54 percent. (See appendix table 6-10.)
Nearly all of this drop is due to the increase of Japanese-

'Data from the 1.).S. Patent and Irademark (Nike, special tabulations.
'Patenting in these tethmeal areas %%as estimated In means 01 the

"Loncordance," a computer program maintained be the U.S. Patent
and trademark Office that tonverts patent counts from the Patent Office
classification system into patent counts in terms 01 Standard Inc4istrial
Classification (SIC).

origin patents. The U.S. share dropped most in the tot
low Mg areas. aircraft and parts," motor %chicle., and
other transportation equipment, and office, computing,
and accounting machines (including computers). These
are all fields in %% hick Japanese patenting increased
markedly. West German inventors increased their share
of patenting in nonelectrical machinery. In general, the
other countries haxe lm% shares of the patents in all
these shares did not change substantially.

The technology areas discussed aboxe are L er) broad,
and do not include some specific technologies of current
interest. k stud) such technologies, patents Were com-
bined into special technology fields." Unfortunately, this
was not practical for some important fields, like bio-
technology, but 15 fields of interest were developed. (See
appendix table 6-11.)

U.S. patenting, in terms of counts of patents, increased
from 1975 to 1986 in 6 of the 15 fields and decreased in the
others. The share of patents going to Americans de-
creased in eery field except genetic engineering. Al-
though this is a narrowly defined field and contains few
patents, the U.S. share here rose considerably, increasing
from 27 to 78 percent. On the other hand, the U.S. share
of patents in internal combustion engines dropped from
54 to 28 percent.

1 he large Japanese increase an this In:W..11o% nth motor %chick's
and other transportation, suggests the pOSSIbIllt% that some automothe
patents are dlegitimatel) being counted as aircraft patents. See U.S.
Patent and Trademark Office (1985), pp. 80-81.

In this case, the Concordance as as not used. but Pate.nt Office sub
classe.i were directly combined to make up the technologies 01 interest.

Figure 6.7-

U.S. patents.granted to foreign inventors, by nationality of inventor
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The Japanese share of patents increased in cc er% tech
nology except genetic engineering, and especially in in
terml combustion engines (from 17 percent to 44 per
cent) and in laser light sources and detectors (from 14
percent to 35 percent). Increased West German participa
lion is seen in light '.%,V e technology and in robots, al
though the total number of patents inyolved is small,
increased French activity is found in nuclear energy.

Citations from Patents to Previous Patents
One of the main problems in using patent counts as

indicators of the volume of technical inv ention is that not
all patents are equally significant. Of the several promis
ing approaches to this problem that have been suggested,
one involves the use of interpatent citations.

The front page of a patent document generally con
tains a list of previous patents that sere e ati -prior art,"
i.e., precious significant achievements in the same field
of invention that must be taken into account in judging
the novelly and significance of the present intention.
Such lists of citations therefore indicate w hich are the
most significant patents in a given field. patents receiving
many citations from later patents are presumably more
technically important than those receiv ing few
citations!'

U.S. patent citation data suggest that Japanese patents
are not only increasingly numerous in the U.S., but that
they are also of especially high quality. (See table 6 2.)
The patents taken out by American in in 1975 had
received an average of 3.05 citations each by the end of
1986. This was surpassed only by the Japanese patents,
which received 3.30 citations on average in the same
period. All other countries show It retch cad a lower
nuiuber Of citations. These numbers reflect citations (rum

'A .tutl% of teeknologioth important patent. %flowed that they
in.111% ai t.N.1111311tIN it.litt Oils tiovs .1% ',rage

patent see carpenter, Narin..1,,t %%006 (nisi.

U.S. Patent and fradcnarl- Office examiners tt ho eyalu-
ate patent applications in terms of their significance and
noyelty. These patent examiners accorded somewhat
more importance to patents granted to lapanese appli-
cants in I97S than to those granted to Americans. II one
assumes that American patent examiners w ould tend to
prefer citing American patents, then their emphasis on
Japanese patents becomes all the more striking.

Patents owned by U.S. corporations and by foreign
entities were more often cited by American applicants
than were patents owned by the U.S. Government or by
individual Americans. Overall, the patents granted to
Japanese inventors in 1975 t% ere cited about as often as
those granted to U.S. corporations-about 3.3 times
each-on average. Since it Is likely that the Japanese
patents are mostly corporate-owned, it appears that
those U.S. and ,apeaese corporate-owned patents taken
out in the U.S. are of about the same quality. This argu-
ment does not explain, however, w II) the patents from
nationals of other countries are less frequently cited.

It would be helpful to have the rates of citation to more
recent patents. Unfortunately, since it takes many years
for a patent to receiv e all its citations, patents granted in
recent years have only a small fraction of the citations
they will eventually have. For patents granted in 1983,
the data on these incomplete citations show that the
relative quality of Japanese patents was even higher than
in 1975. (See table 6-2.) Patents with U.S. inventors are
again more frequently cited than those coming from the
other eight countries, but patents with Japanese myen-
torsare cited ev en more than patents with U.S. inventors
owned by U.S. corporations.

The success rate of applications to the U.S. Patent Of-
fice provides supplementary information on the quality
of patents from different countries. (See appendix table
6-12.) Because of the importance of the United States as a
market, significant inventions in various countries are
commonly patented here as well as in their home country
if there is any chance that they can be exploited in the
U.S. through trade or licensing. Of the patent applica-

Table 6-2. Citations from U.S. patents to earlier U.S. patents, by countil of inventor or
sector of owner of cited patents

Year of cited patents

Country of inventor

United United West
States Japan Netherlands Kingdom Germany Canada Sweden France Switzerland Italy

1975 3.05 3.30
1983' 0.68 0.92

itations per citable patent

2.93 2.87 2.65 2.57
0.62 0.59 0.59 0.53

2.46 2.43 2.42 2.41
0.51 0.58 0.57 0.49

All U.S.
inventors

Sector of owner, for U.S. inventors

U.S. corporations U.S. government U.S. individuals Foreign owners

1975 3.05 3.27
1983' 0.68 0.75

itations per citable patent

2.28 2.53 3.32
0.48 0.47 0.80

These numbers are expected to increase as more citations are made to 1983 patents In later years.

SOURCE: Computer Horizons, Inc., unput4shed tabulations provided to the National Science Foundation
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Lions filed in the U.S. I y nationals of dill -ent countries
in 1975 and 1981,=" Japanese applicants have been par-
ticularly successful (French applicants in 1975 also had a
high success rate). These data, of course, are subject to
various interpretations. For example, the low success rate
for British and Canadian applicants may be due to the
common use of English, which makes it easier for them to
file applications in the U.S., and thereby may lower the
average quality 01 the filings. Conceivably, Japanese fil-
ings are of especially high quality for a similar reason, but
in any case the data do not support the supposition that
the large number of Japanese filings is associated with a
lower average quality. Several foreign countries hate
higher success rates than do American applicants. this
supports the idea that foreign countries file their most
important inventions in the United States, rather than a
uniform selection of their inventions of all qualities."'

SMALL BUSINESS IN HIGH TECHNOLOGY

The role of small businesses within the science and
technology system is ambiguous and controversial. On
the one hand, they are believed to be disproportionately
innovative; to be less tied to existing products and pro-
cesses than are large, well-established firms; and/or fo
offer better incentives to their S/E workers, who are more
likely to hold substantial ownership into --'0 s if: their
work. Small businesses may also be better able to exploit
small market niches that are ignored by lager firms. On
the other hand, they are seen as generally lacking the
financial, production, and marketing resources of ' arger
firms; they may also be unable to reduce their exposure to

sk through diversification. Furthermore, if a small firm
does succeed in identifying and developing a successful
innovation, it typically must be able to expand its produc-
tion and marketing efforts rapidly in order to profit from
its innovation.

Regardless of whether small businesses are more or
less innovative than larger firms, their ability to prosper is
probably a major element in keeping the American econ-
omy competitive, and in maintaining its ability to de-
velop, adopt, and diffuse net toThnologies. The creation
and growth of small compan based on innovations
particularly those marketing new products provide' an
alternative channel for introducing new technologies.
While large enterprises, with their R&D programs and
established technical and marketing expertise, will cer-
tainly continue to provide a major share of the Nation's
inventions and innovations, there will be circumstances
wherein the established firm will not be an effective
vehicle for introducing new technologies The small busi-
ness alternative is therefore of great interest, although it
is not always the superior vehicle for innovation.

No instruments exist for directly measuring the relative
effectiveness of small business as an agent for tech-
nological change. This section therefore concentrates on
measures of the viability of small firms, particularly in

'This (1981) is the last year for which a substantial share of applica-
tions have been processed, as of the end of 1986.

The patent citation data discussed above gave some support to this
interpretation, but only i o the case of Japan.

111

high-technology industries. It covers indicators of small
business activity in high-technology indus' y overall, as
well as detailed information on the financial environment
for small high-technology enterprise, and information
about small business in biotechnolog an important
high-technology area.

This discussion generally follow s the Small Business
Administration tSBA) rule of describing firms with less
than 500 employees as small businesses, and those with
500 or mole employees as medium or large.- Definition
of high-technoiogy firms is more difficult. For this analy-

certain i roducts or industries first are identified as
high-technology, then firms producing such goods or
1.; ionb::.; to such industries are classified as high-tech-
no, tgy firms The primary division of industries into
hi ,..chnology and non-high-technology industries is

classification, based on direct and idirect
R&D expenditures attributed to a produc7 Is a percent of
net ...11r- .

Employment it, Small HIgh-Technology Enterprises
Employment is a useful indicator of the level of activity

within a sector of the economy. In 1984, small firms in
high-technology manufacturing industries employed
more than 710,000 people, up from about 590,000 in 1980.

In three technology -r elated service industries (computer
and data processing services; engir eering, architectural,
and surveying services; and noncommercial educational,
scientific, and research organi,.ations), another 682,000
were employed in small firms in 1984. compared to
542,000 in 1980. Small firms accounted for about one-
quarter of employment in the high-technology manufac-
turing and technology-related service industries. (See
table 6-3.) This is a substantially lower share of employ-
ment than is accounted for by small businesses in the
U.S. economy as a whole. In 1984, small firms accounted
for 56 percent of all manufacturing industry employment
in the United States, and about 80 percent of employ-
ment in the private sector as a whole. (See appendix table
6 -13.)

Thc-se employment data may understate the role of
small business in high-technology industry. First, it is not
surprising that "small business" accounts for a much
larger share of employment in the rest of the economy
than in the high-technology sector. The service indus-
tries in particular are dominated by very small businesses
(e.g., service stations, restaurants, haircutters, etc.). Sec-
ond, the identification of high-technology industries is
based on reported R&D expenditures. Small businesses

The definition of small businesses using a slie cutoff, based calm
on employment ur sales, dearly :II% oh CS all dibliG11% alunt.e. The selec-

ttun of a dtherent cutoff t ould ccrt.anh alter tht trends and le% els
reported here. In this discusson the data are .nailable according to
specified cutoffs, which are reasonabkff imperfectindiceurs of
small business status.

'Indirect lacD evenditures are the share of 11141) eventlitures by
industries supp:, Mk; the stidil%11, %%Until .111. Alf ibultAl It' the Milli%

try, using an input-output table. See U.S Department of Commerce.
International Trade Administration (1983), pp. 33.37, See ago the die.
ussion on p. 133 of chapter The International Markets for U S

Technology"
"See U.S. Department of Comm n.L. Bureau of the Census (1956), p.

507.



Table 6-3. Employment in high-technology industries, by size of firm and industry

Small firms Large firms

Small firms
share of total
employment

Distribution of
employment by

small high-
technology firms

Industries 1980 1984 1980 1984 1980 1984 1980 1984

High-technology manufacturing
Percent

industries2 591,332 710,421 2,930,019 3.195,418 16.8 18.2 52.2 51.0
Guided missiles & spacecraft 991 1,485 88,839 100,388 1.1 1.5 0.1 0.1
Communications equipment &

electronic components 265,358 317,882 965,324 1,108,090 21.6 22.3 23.4 22.8
Aircraft & parts 44,558 47,147 507,756 498,352 8.1 8.6 3.9 3.4
Office, computing & accounting

machines 49,898 86,888 347,548 472,815 12.6 15.5 4.4 6.2
Drugs & medicines 31,154 35,228 196,762 181,299 13.7 16.3 2.7 2.5
Industrial inorganic chemicals 7,074 5,437 54,382 53.138 11.5 9.3 0.6 0.4
Professional & scientific

instruments 160,134 184,079 380,934 440 763 29.6 29.5 14.1 13.2
Engines & turbines 6,066 6,813 172,659 158,304 3.4 4.1 0.5 0.5
Plastic materials & synthetics 26,099 25.462 215,815 182,269 10.8 12.3 2.3 1.8

Technology-related service
industries' 542,032 682,055 542,755 589,622 50.0 53.6 47.8 49.0
Computer & data processing

services 150,019 242,643 156,037 241,646 49.0 50.1 13.2 17.4
Engineering, architectural &

surveying services 357,529 403,944 264,174 288,799 57.5 58.3 31.5 29.0
Noncommercial educational,

scientific, and research
organizations 34,484 35,468 122,544 59,177 22.0 37.5 3.0 2.5

All technology-related industries 1,133,364 1,392,476 3,472,774 3,785,040 24.6 26.9 100.0 100.0

' Firms with less than 500 employees.

Industries whose products meet the DOC 3 criteria for high-technology products. See U.S. Department of Commerce, International Trade Administration, An
Assessment of U.S. Competitiveness in High Technology Industries (February. 1983), pp 33-37.

Service industries identified by the Small Business Administration as high technology, but excluding Business Services. N.E.0 and Service industries, N.E.C.

SOURCE: U.S. Small Business Administration, Office of Advocacy. special tabulations

are less likely to ha\c sepatatek budgeted R&D expen-
ditures, or distinct R&D departments, than are linget
firms. The i:,dustries reporting high R&D expendituics
may therefore be those dominated by large firms. Third,
the successful small high-technology firm will generalk
grow larger either through internal growth or through
merger' with other firms in order to exploit 'its
innovations.

One measure of the success of high-technolog enter
prise might be the growth of employment in those indUS

tries relative to the rest of the economy." Employment in
the technology-related industries was 12 percent higher
in 1984 than in 1980, while total private sector employ
meat grew by about 4 percent. (See table 6-3 and appen

' "'Merger" iti.tciinv,1 ht it to int !tide all.d,e,» Ilt lc it 1111111s hollIcti
with another firm, whether the transaction im °lees the purchase of one
firm by another or exchanges of stock and other poolings of ownership

It should be noted, however, that a sttoe4,44111 process innmatwn
Ira in% ol% e a simultaneous I, .41W and tion 0111)10%-
ment, if the ,r,, ti lilt ItAlsV 111 Libor 1)10.11.14. ti i, s/1111( lit

112
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di. table 6-13.) Employment al small toms in the teih-
nology-related industries grew b about 20 ',el-Lent
dining this period, %%hilt: employment in all small busi-
nesses grew by 6 percent.

The %Italy of the small high-teihnology business sec-
tor is ex en more striking when it is Lonsidered that some
of the firms counted as small, high-teLhnology enter-
prises in 1980 had, by 1984, become large firms. Thus,
581 firms-whit h m 198( all 01111 ted for almost 111 percent
of employment in small business high-teLlmology man-
ufacturing e stablishments- -here no longer tounted as
small businesses in 1984, either because oi internal
growth or because merger and acquisition aLtivitv had
made lem park of larger entet prises. tSee table 0-4.)

The tendency for small businesses to become large
ones varies considerably among industries. For example,
relatively few small firms in the teL hnology -related serv-
ice industries grow or merge into large firms. 1 his is not
surprising, as large firms are relatively unimportant in
these industries, aLiounting lot about 46 percent of their
cmplo limit in 198.1, ds ionipaied--on the odic' hand-



with S2 percent in high-teihnolog( manulatttuing in-
dustries. (bee table (.)-3.) In home high-te(hnolog( man-
utacttmng industries, there is d faith :Thong tendent to)
small businesses to gain large status. Innis atiounting lot
16.0 percent of 1980 small bIlhdll'Sh emplovment in the
Alice, computing, and atiounting mat hine Indust'

were part of large firms in 1984, as were industrial in-
organk cheinka Is firms (14.5 percent ul 1980 emplo(
ment), and firms in Lommumuitions equipment and elei-
Ironic lurnponents and in drugs and MedIllneh (Mt n
than 10 percent of 1980 emplovment in each). (See table
6-4.)

01 these lour industrit only in one communica
lions ckluipment and (lc( trunk omponents (% JS

business relativel( important, act ()tinting for about 20
percent of emplo( milli in both 1980 and 1981. In the
other indushies t,ith faith tendenties for small
firms to gro larger, small business ati)unted for less
than 15 percent of inclustr% employ ment in 1980. It is
entirely possible, therefore, that the shift of these firms
from small status to large %%as in response to factors that
make a large-size firm optimal for those industries, rather
than being a demonstration or small businesses' flex-
ibility and technological dynamism. On the other hand,

Table 6-4. Employment of small business,' high-technology establishments that in 1984 were non-small-business,
high-technology establishments, by industry: 1980, 1984

Industries

1980 Small business
(SB), high-technology
(HT) establishments

1984 nonsmallbusiness, high-technology establishments which were
small-business, high-technology in 1980

1980
Number Employment

1980
Number Employment

19842

Number Employment

1980 share of all 1980
SB, HT establishments
Number Employment

Percent

High-technology manufacturing
industries' 23,774 591,332 581 52,797 581 88,548 2.4 8.9

Guided missiles &
spacecraft 28 991 1 30 1 50 3.6 3.0

Communications equipment
& electronic components . 9,934 265,358 261 27,508 261 45,491 2.6 10.4

Aircraft & parts 1,282 44,558 21 2,064 21 2,592 1.6 4.6

Office, computing &
accounting machines 1,667 49,898 101 7,986 101 16,340 6.1 16.0

Drugs & medicines 1,359 31,154 38 3,716 38 5,025 2.8 11.9

Industrial inorganic
chemicals 332 7,074 24 1,027 24 1,102 7.2 14.5

Professional & scientific
instruments 7,880 160,134 101 9,281 101 13,924 1.3 5.8

Engines & turbines 290 6,066 2 54 2 39 0.7 0.9

Plastic materials &
synthetics 1,002 26,099 32 1,131 32 3,985 3.2 4.3

Technology-related service
industries' 45,426 542,032 533 27,846 533 40,866 1.2 5.1

Computer & data processing
services 12,268 150,019 294 13,059 294 21,442 2.4 8.7

Engineering, architectural &
surveying services 31,526 357,529 227 14,200 227 18,690 0.7 4.0

Noncommercial educational,
scientific, and research
organizations 1,632 34,484 12 587 12 734 0.7 1.7

All technology-related
industries 69,200 1,133,364 1,114 80,643 1,114 129,414 1.6 7.1

Firms with less than 500 employees.

2 Broken down by 1980 industry

3 Industnes whose products meet the DOC-3 cntena for high technology products. See U.S. Department of Commerce, International Trade Administration, An

Assessment of U.S. Competitiveness in High Technology Industries (February, 1983), pp 33-37.

Service industries classified by the Small Business Administration as high technology, but excluding "Business Services, N.E.C" and "Servic, Industries, N.E C"

SOURCE: U.S. Small Business Administration, Office of Advocacy, special tabulations
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the share of employment accounted for by small firms
increased between 1980 and 1984 from 12.6 percent to
15.5 percent in the office, computing, and accounting
machine industry; and from 13.7 to 16.3 percent in the
drugs and medicines industry. In these industries, small
businesses seem to be increasingly viable. Furthermore,
since relatively large numbers of small firms in these
industries grow to medium- or large-firm status, the
growth of such small firms seems to follow technological
or other commercial success.

Venture Capital and High-Technology Enterprise
The growth of small businesses and the introduction of

new products require access to pools of capital. Com-
pared to larger firms, small businessesparticularly new
firms that seek to develop and exploit a new tech-
nologyare handicapped by both the lack of a financial
track record and a narrow scope of business activities.
These factors combine to make it difficult for a firm to
secure traditional financial support, i.e., obtaining bank
loans or selling equity in the stock markets. In the United
States, the need for financing for small, innovative firms
has been at least partially met by a variety of funding
mechanisms not generally available outside the U.S.
These include an active venture capital industry (de-
scribed below), small-firm equity marketssuch as the
NASDAQ listings and markets made by individual stock
brokeragesand other financing systems, such as per-
sonal funds, funds from wealthy families and individu-
als, and trust funds.

Venture capitalists invest in small, young, rapidly
growing companies that may not have access to public or
credit-oriented institutional funding. Their investments
may be divided into three classes, two of which are of
primary concern here.'''- First, early-stage investments
support the entrepreneur or inventor up through initial
commercial manufacturing and sales. Later-stage financ-
ing supports firms that are producing and shipping, but
are as yet unable to finance substantial expansions and
investments in plant. Later-stage financing is typically
geared toward the sale of stock to the public, known as
the Initial Public Offering (IPO). Most venture capital
investments are equity-related, either through direct
purchase of stock or through options and other equity-
related arrangements. These investments usually em-
phasize long-term (5 to 10 years) opportunities, and
closely involve the investors with the operations of the
capital recipient, frequently through participation on the
board of directors.

In 1985, the pool of capital managed by venture capital
firms was $24.1 billion, 6.9 times as great as it was in 1978.
(See appendix table 6-14.) During this period when ven-
ture capital emerged as a strong source of finance for
small, innovative firms, new funds made available to
venture capitalists grew from $600 million in 1978 to $4.5
billion in 1986. The venture capitalists in turn increased
their investments (excluding debt lending and financing

"Definitions and discussion are based on Venture Economics, Inc.
(1985).

for leveraged buyouts) from about $300 million in 1978 to
some $2.7 billion in 1984, and to $2.4 billion in 198b. (See
figure 6-8.)

During the last 3 years studied, new capital commit-
ments have exceeded disbursements by the venture cap-
ital industry, even when debt financing and leveraged
buyout financing are taken into account. There is thus
apparently a surplus of venture funds seeking outlets in
new or expanding innovative firms. This surplus could
dry up as quickly as it appeared: the venture capital
industry is highly sensitive to the business cycle and to
changes in tax laws, particularly with respect to the treat-
ment of long-term capital gains.

In 1986, early- and later-stage investments combined
accounted for about 93 percent of all venture capital
disbursements. (See appendix tables 6-14 and 6-15.) The
industry producing computers and computer-related
products and services received the largest share of both
early- and later-stage investments: this industry received
$254 million in early-stage financing and $429 million in
later-stage financing in 1986. Other industries receiving
substantial venture capital investments were the com-
munications industries, and those producing electronic
components and other electronic products (including
instruments).

Biotechnology (including recombinant DNA, mono-
clonal antibodies and hybridomas, and other genetic en-
gineering) has received smaller, but increasing, amounts
of venture capital during the years for which data are
available. In 1984, this industry received about $63 mil-
lion in early- and later-stage investments; in 1986, it
received $117 million. Interestingly, biotechnology ven-
ture capital was more concentrated in later-stage invest-
ment than for any other industry except industrial equip-

Figure 6-8.

Venture capital commitments and disbursements

(Cillions of dollars)
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0
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'Excluding SBIC straight debt lending and leveraged buyout financing.

See appendix taiga 6.14. Science &Engiamnng Indicators 1387
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ment, which was an insignificant recipient of venture
capital. Either the biotechnology industry is experiencing
a lower rate of new-firm introduction than are some of the
other presumably better establishedindustries (e.g.,
computers, communications, and electronic compo-
nents), or there are other sources of funds for new en-
trants that are at present more important than venture
capital, e.g., investments by large pharmaceutical con-
cerns. (See appendix table 6-15.)

Initial Public Offerings are another indicator of the
financial development of new firms. At this stage, a firm
is presumably well enough establishedeither through
access to superior technology or through actual produc-
tion and sales capabilitythat it can raise money through
the stock market. The computer and computer-related
industry received the bulk of investment reported, al-
though its share was falling: about 54 percent of all ven-
ture-backeu. IPO's by small businesses in 1984, and 26
percent of such IPO's in 1986. IPO's were more heavily
oriented toward non-high-technology industries (par-
ticularly consumer goods, but also industrial equipment
and machinery) than were direct venture capital invest-
ments, presumably reflecting the greater certainty asso-
ciated with new firms in industries with well-established
technologies and product lines. In 1986, there was a
surge of venture-backed IPO's in biotechnology firms,
with almost $270 million (or 18 percent of the total capital)
raised in this fashion. (See appendix table 6-16.)

Small Business and Biotechnology
The biotechnology industry is particularly important

to a study of businessespecially small businessin the
science and technology system. First, it is an industry
that has a large science component, using techniques
such as recombinant DNA and hybridomas that are the
continuing subject of intensive work in university and
private basic research laboratories. Second, the bio-
technology industry is one whose leaders have emerged
from the ranks of small business. Genentech, for exam-
ple, was formed in 1976, made its IPO in 1980, and by
1984 still employed only 560; Cetus was formed in 1971,
made its IPO in 1981, and employed 600 in 1985.'

To examine more closely small business' role in the
biotechnology industry, a commercial data base con-
taining a large number of firms active in high-technology
industries was searched. The data base attempts to be all-
inclusive; when prospective firms are identified, ques-
tionnaires are sent covering their size, status (private or
public, independent, subsidiary, or joint venture), year
formed, and product groups in which they are active.
The version of the data base used here includes more
than 12,000 firms. Of these, 380 reported activityi.e.,
either production, sales, or R&D activityin the fields
defined by the data base as biotechnology.1'

"See Dibner (1986), table 5.1.
'The data base used is the CorpTech data base, provided by Corpo-

rate Technology information Services, Inc., Wellesley Hills, MA. See
appendix table 6-17 for a list of the biotechnology classes used.
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There were 252 independent firms with fewer than
1,000 employees active in biotechnology in the data base.
There were also 7 independent firms with more than
1,000 employees, and 120 firms that were either joint
ventures or subsidiaries of larger firms, of which 95 re-
ported fewer than 1,000 employees. Although some of
the latter firms probably can also be characterized as
small businesses, it is not practical to separate them from
the small subsidiaries of medium and large businesses.
Discussion here therefore concentrates on the 252 small
independent firms.

More than one-half of these firms were active in either
genetic engineering or biotechnology equipment. About
one-sixth of the firms were active in cell cultures, while
many were also active in animal biotechnology, immu-
nology, and biomass/biochemicals. (See appendix table
6-17.) There was relatively little cross-technology activity,
except between genetic engineering and immunology,
where 11 firmsalmost one-sixth of those firms report-
ing activity in genetic engineering, and more than one-
third of the immunology firmswere active in both.
Perhaps surprisingly, the firms active in biotechnology
equipment were not highly involved in other
technologies.

About one-quarter of the 252 firms were publicly held.
There is, however, some variation in this: close to 40
percent of the firms active in immunology were public, as
were about 30 percent of the firms in genetic engineering.
(See figure 6-9.) These technologies are at the heart of the
biotechnology revolution, encompassing the testing and

All
biotechnology

Immunology

Genetic
engineering

Biomass /'
biochemicals

Biotechnology
equipment

Cell cultures

Animal
biotechnology

Figure 6-9.

Small' firms active in-biotechnology,
by status of firms: 1986

(Percent)

0 10 20 30 40 50 60 70 80 90 100

'Firms with fewer than 1,000 employees.

See appendix table 6.18. Science & Engineering indicators 1987



diagnostics market and the recombinant DNA tech-
nique. The other technologies described here may be
more specialized areas that one might expect to develop
during later stages of the industry's growth.

The data base reports firm age, based on year of firm
founding. The number of small biotechnology firms
founded annually increased steadily through the late
1970's, reaching a peak of 40 firms in 1980. New firm
formation remained at a high level during 1982 and 1983.
It is not clear whether the smaller number of firms in the
data base that were formed during 1984 and 1985 indi-
cates a decrease in the actual formation of new bio-
technology firms, or if it reflects the time for a firm to be
included in the data base. Examining the age of firms in
individual technologies, the rate of new firm formation in
immunology fell sharply after 1981, when almost one-
third of the firms active in immunology were formed. The
number of new firms in genetic engineering has also
decreased sharply since 1981 and 1982. In contrast, cell
cultures and animal biotechnology seem to be the subject
of more recent attention. A large number of firms active
in biotechnology equipment were formed prior to the
biotechnology revolution-29 of the 67 equipment firms
were formed prior to 1975. This presumably reflects a
migration of established instrumentation and fermenta-
tion firms into the new industry. There has also been,
however, a substantial increase recently in the number of
new firms active in the equipment industry; this perhaps
reflects the development of new processes and equip-
ment in the pursuit of new products. (See appendix table
6-19.)

Combining the information about the traded status of
small firms with that about the firms' ages suggests that
the biotechnology revolution has in fact reached a stage of
consolidation, as new firms increasingly move into spe-
cialized niches (such as animal biotechnology, cell
cultures, and equipment), leaving the core areas of im-
munology and genetic engineering to those firms who
established early leading positions.

As the data base matures, it should be possible to
follow in greater detail the evolution of this exciting in-
dustry, and to extend its use to other new areas. In the
meantime, analysis of the biotechnology industry should
be considered as preliminary.

TECHNOLOGICAL INNOVATION IN INDUSTRY

The indicators so far considered in this chapter have
described the resources devoted to innovation (e.g., sci-
ence and engineering employment), or intermediate
products (e.g., patented inventions). None of these is a
valid measure of the output of technological innovation
produced by these efforts. Such a measure would be
especially useful to have in view of the current policy
interest in maintaining and improving U.S. industrial
competitiveness through the creation and implementa-
tion of new technology. Innovation as such is unfor-
tunately difficult to measure, but the results of some
limited studies are presented in the following
paragraphs.
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Innovation and Innovative Efforts Across U.S.
Industry

One survey of 620 manufacturing companies' permits
an estimate of the output of new products first marketed
in 1985."' (See figure 0-30 in Overview.) In terms of
company size, the smallest companies clearly produced
the greatest number of new products per million dollars
of R&D; this is also true of the number of products per
million dollars of net sales. (See appendix table 6-20.) In
addition, the number of products per R&Dor sales dollar
decreases uniformly as company size increases. This
shows that small companies are especially dependent on
the sale of new products.

R&D expenditures accounted for about 40 percent of
the average costs associated with the products first intro-
duced in 1985. The remaining costs were equally split
among plant and equipment, production and startup,
and marketing and advertising.' These proportions
were about the same for companies of different sizes. The
proportion of new product costs attributed to R&D
ranged from 50 percent in the electrical equipment indus-
try to 26 percent in the food industry.

The responding firms reported that new products first
marketed in the 1981-85 period accounted, on average,
for 25 percent of 1985 sales.38 In terms of individual
industries, instrument firms and electrical equipment
firms reported, on average, that more than 40 percent of
their 1985 sales were due to such new products, as com-
pared with slightly more than 10 percent for printing
companies and food companies. Companies with sales of
$200 million or less reported a greater proportion of sales
attributable to new products (about 30 percent) than did
larger companies (about 20 percent).

The responding firms were divided into three groups
according to their size and industry. A group of large
R&D-intensive companies was identified, where each
company had at least $1 billion in gross annual sales in
1985 and belonged to an R&D-intensive industry." A
second group belonged to the same R&D-intensive in-
dustries, but had gross annual sales between $35 million
and $1 billion. A third group included companies in both
size ranges but in the remaining, non-R&D-intensive
manufacturing industries.

An important strategy for developing new technology
is the award of research grants or contracts to univer-

"Hansen, et al. (1987).
"A new product is defined as onenewly produced by the respond-

ing firmwhose features, performance, or cost is substantially dit-
ferent from its earlier produLts. Thus the product may in tact have been
produced earlier by another company.

'I'he choices offered were. (1) research and development, (2) pur-
chase, installation, and renovation of plant and equipment, (3) produc-
tion startup, including trial production runs; and (4) marketing, sales,
and advertising for new product introduction.

'"'NJtt that is a different group of new produLts from that dis-
cussed in the 1.r.zeding paragraph.

'These industries were defined as those with an R &D net sales ratio
of at least 1 percent, in addition to those that annually spend at least SI
billion on R&D.
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sales.'" Nearly 80 percent of the large R&D-intensw e
COMpallleS made such awards during 1985, as opposed to
about 30 percent of the smaller R&D-intensw e films and
less than 25 percent of the non -R &D- intensive firms. I he
granting of such awards was directly related to compan\
size, with 100 percent of firms With gross sales 11101e than
$4 billion and less than 15 percent of those 1% lib sales
below $65 million making R&D grants or contract..

Manx of the responding firms participate in the %t
t ure capital industry by holding equal I positions in sepa-
rate firms providing capital to new technological 1. en-
tures. Overall, 9 percent of firms reported doing this,
including 26 percent of large R&D-mtensw e companies,
6 percent of smaller R&D-intensw c firms, and 7 percent
of non-R&D-intensive firms. Similarb., 18 percent of
large R&D-intensive firms were in oh. ed to establishii,A
R&D limited partnerships, either as limited or general
partners. Only 8 percent of the smaller firms did this, and
only 3 percent of the non-R&D-intensw c firms. On aver-
age, a firm engaged in 1.5 such partnerships. Both en-
Lure capital investment and involy ement in R&D part-
nerships are means by which companies intend to exploit
new technological developments.

Technological Innovation in Individual Technologies
For a few technologies, results are available on the

production of innovations over a period of time. Esti-
mates thus can be made of the rates of innovative output

1 his 111t hides all grants and lontratts to IJ.b. institutions to support
research Stan or SaldelltS, but extludes grants for 111,111,40110.a IA soel,1I
staence researt It, grants for the arts 411d other purposes not related to
industrial researt h, unrestnt ted grants for rt sea Rh, teat hdlg, or stu-
dent aid, and lonmtitIng Lontrat is made duet tlt ith unit ersitt
personnel.

"Universar-industry in drat t ions are dist u ssed further in a ha pter
"Academic R&D and Basic Research. Patterns of Performance."

in these technologies and also of output quality The data
are based on a sune of innovations published in the
reit.% ant technical jou' mils in th;' indicated tears'' .1vo
industries are show n, chemicals and textiles. I'hev were
selected because, although producth it grow th declined
in the 1970's in the chemical industn and increased in
textiles," pioductw ity trends for both industries seem to
be largely due to the rate of production of innovations

Chemical technologies are dix ided into chemical prod-
ucts (net% materials), chemical processes, process equip-
ment, and process instruments. (See table 6-5.) These are
considered the main t% pes of technology of interest to the
chemical industry.' New materials and processes are
most likely to come from the industry itself, equipment
and instrumentation often come from supplier indus-
tries. There was almost a 90-percent drop in the number
of product innovations from the first period to the sec-
ond. (See table 6-5.) More relevant to productivity, there
was a drop of 17 percent in process innovations, 47 per-
cent in equipment innovations, and 39 percent in instru-
ments, which parallels the obsen ed productivity drop.

Incomplete results suggest that many of the process
innovations in the second and third periods were pollu-
tion- and energy-related rather than productivity -en-

for the method, see Ballet and (.1taltrabarti (1985), pp. 609-639
''Spet mall -tat for produt tix itt in the t hemit .11 industrt (ad-

lusted for t hanges 111 tapat itt utilwation) dropped from 3 10 pertent
per year in 1965.73 t o t .91 percent per year in 1973.79, returning to 2.53
percent per year in 1980.82. In textiles, the corresponding numbers
were 2.73, 3.56, and 3.38. See Bailey and Chalsrabarti (1985), p. 615.

"See lade) and Chalsrabarti (1981), p, 630, for the data ,Additional
reasons are git en lor the produt Li% it slowdown, lilt !tiding a del reasc
in the rate of output grow th that led to underutilliation of capital in
tapital-intensit e industries I he Jet ho ing rate of innoxatit t output
grow th in turn is attributed to the buSilleSS foreign l om petit ion,
and higher energy prices.

' Met industrx is defined as Standard Industrial Class 28, excluding
the drug industry (SIC 283).

Table 6-5. Introduction of innovations in chemical technologies

Period

Chemical
products

Chemical
processes

Process
Equipment instruments

1967-73 322.3
1974-79 39.0
1980.82 64.0

Rate of introduction of innovations
Average number per year

39.0 105.0 29.6

32.3 54.7 18.2
34.7 101.3 54.0

Fraction of innovations that are "radical innovations'
or "major technical change in each period

Percent

1967-73 0.8
1974-79 0.4

1980.82 0.0

8.1

8.0
6.7

6.0
0.6
1.3

14.5

10.1

5.6

SOURCE: Aiok K. Chakrabarti, 'Trends in Innovation and Productivity: The case of chemical and taxtile
industries in the U.S.," paper presented at the INSEAD Conference, July 7-9, 1987
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!lancing '''These innovations would not ordinarik lead to
savings in capital and labor, and would not contribute to
productivity. The decline in productivity-enhancing pro-
cess innovations was thus even greater than 18 percent.
The period from 1080 to 1982 was too short (and too
turbulent economically) to permit definite conclusions to
be drawn Still, it seems that a recovery in innovation may
have occurred, corresponding to the observed recovery
in productivity.

Rich of these innovations was also rated by experts in
terms of its degree of novelty. Four ratings were permit-
ted radical innovation, major technical change, imprm e-
ment of existing technology, and imitation of existing
technology The two highest ratings were combined in
order to show trends in high-quality innovations as a
supplement to the trends in the total number of innova-
tions. (See table 6-5.)

Except for process innovations, the trend is down-
ward, with each time period showing fewer high-quality
innovations than the previous one. Some of this may be
because experts rated more recent innovations lower
since there had not been sufficient time to demonstrate
the innovations' importance. Still, the general downward
trend seems to be fairly pronounced. A lower quality of
process, equipment, and instrument innovations may
also have contributed to a lowering of chemical industry
productivity-or may do so in the future.

Within the textile industry,' there was no drop in
productivity in the 1970's. This is apparently due to the
continued introduction of equipment innovations. (See
table 6-6.) Equipment and instrument innovations usu-
ally originate with supplier companies, rather than w:fli
textile companies themselves. Similarly, fiber, finish, and
dye innovations normally come from chemical com-
panies. The role of textile mills' own R&D is to adapt
these innovations for their own production purposes, to

hakrabarti (1987)
defined as SIC 22

Mork «ith suppliers in major development of equipment
and instruments, and to produce textile process
innovations.

Some decrease is shown in process, fiber, and instru-
ment innovations. Fiber innovations have had a consider-
able effect on industry productivity in that the newer
manmade fibers require far fewer processing steps and
can be spun and woven much more rapidly than natural
fibers. These productivity-improving, fibers had already
been developed before the drop in textile fiber innovation
in the 1970's. Moreover, the textile industry-unlike the
chemical industry -has had a relatively low share of in-
novations devoted to energy saving and pollution abate-
ment as opposed to product quality and productivity
enhancement.' This would also tend to promote the
productivity performance of textiles as compared with
chemicals.

A substantial drop is shown in the quality of innova-
tions in fibers and processes. (See table 0-6.) 1 his drop
reinforces that in the total number of innovations. If pro-
ductivity in this industry has not yet been affected by
these trends, it may be in the future.'"

Since textile equipment innoyetions are important to
the productivity of that industry, a separate study was
done of the origins of recent developments in weaving
equipment.' About 9 percent of weaving equipment in-
novations introduced from 1970 to 1984 were by Amer-
ican companies. (See table 6-7.) About twice as many
were from Japan. This is in spite of the fact that the
meetings at which the new equipment was displayed
were largely American, so that-if anything-the data
would favor American equipment.

'Bailey and Chakrabarti (198c), p. b19.
'''The most important innovations from the standpoint of productivi-

tv-those related to equipment and instruments-untortunatelv tould
not be given consistent ratings.

4'Data were obtained from a t. offeeholl of textile trade show bulletins.
See Chakrabarti (1987).

Table 6-6. Introduction of innovations in textile technologies

Period Fibers Dyes Finishes Processes Equipment Instruments

Rate of introduction of innovations
Average number per year

1967-73 15.0 109.1 117.7 16.2 134.5 53.8
1974-79 10.7 158.2 99.2 142 140.5 44.3
1980.82 3.7 89.0 68.0 9.3 154.3 37.2

Fraction of innovations that are "radical innovations"
or "major technical changes" in each period

Percent
28.5 0.0 0.2 12.41967-73

1974-79 4.7 0.0 0.3 3.5
1980-82 0.0 0.0 0.0 0.0

SOURCE: Alok K. Chakrabarti, 'Trends in Innovation and Productivity: The case of chemical and textile
industries in the U.S.," paper presented at the INSEAD Conference. July 7-9, 1987
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Table 6-7. Major weaving equipment innovations
introduced between 1970 and 1984, by country of

innovating company

Country Number of innovations

Total 152

Japan 27

Switzerland 21

Italy 20
West Germany 17

Czechoslovakia 14

United States 13

Belgium 11

Spain 10

France 6

United Kingdom 6

Ireland 5

Soviet Union 1

Sweden 1

SOURCE: Alok K. Chakrabarti. "Trends in Innovation and Productivity: The
case of chemical and textile industries in the U.S.." paper presented at the
INSEAD Conference. July 7-9. 1987
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The International Markets for U.S. Technology

HIGHLIGHTS

hi 7986, the United Slates importod mon' high-technology
products than it e.yorted. Imports of high-technology
products w' $75.1 billion, while exports were $72.5
billion. This was the first time ever that thy' United
States had experienced a trade deficit in high -tech-
nology products. (See p. 124.)

Exports make up a larger part of the markets for U.S. pro-
ducers of high-technology products than for pniducers of
lower-technology putilncts. In 1984, more than I percent
of U.S. high-technology products were exported, com-
pared to only 5 percent of lower-technology manufac-
tured products. Exports accounted for more than 20
percent of aircraft and parts shipments 11 1984, and
more than 30 percent of office and computing ma-
chines shipments. (See p. 124.)

Direct investment abroad by U.S. corporations has fallen in
teal terms since 1980. Furthermore, U.S. direct invest-
ment abroad has been more evenly distributed among
host countries, with the United Kingdom and Canada
receiving lower shares of U.S. direct investment, and
Japan receiving a larger share. (See pp. 125-126.)

foreign revenuescomp.:ell of sales by U.S. firm affiliates
and U.S. exportsmake up almost one-thud of the !Ma
revenues of U.S. high-technology producers. Almost one-
half of the revenues for the office and computing ma-
chines industry came from foreign operations in 1983,
with net sales by affiliates (excluding exports from
parent to affiliate) accounting for more than 30 percent
of total revenues. By contrast, less than 20 percent of
total revenues in non-high-technology industry were
accounted for by foreign sales. (See p. 127.)

U.S. receipts and payments for the sale of paten! licenses have
remained approximately constant in real terms since 1972.
Payments have tended to equal about one-fifth the
level of receipts, showing that U.S. firms have been far

A major share of the LT S research and development
(I:&D) effort is accounted for by private firms using pri-
vate wilds The presumed goal of these investments in
science and technology (S1 ) is to develop a technological
advantage that can be exploited profitably through either
(1) the sale of products and services and,or the use of
processes that perform new jobs, or perform old jobs
better or less expensively; (2) the production of e\isting
goods and services at lower cost; or (3) the provision of
such technological expertise to other firms I inns'
willingness to undertake expensive and risky R&D pro-
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more active sellers of technology than purchasers. The
funds received from these transactions are small com-
pared to other foreign sources of income, totaling
about one-tenth of I percent of total foreign revenues.
(See pp. 130-131.)

U S firms have tended lo purchase !ethnology licenses from
Western Europe, and to sell licenses in Japan. In 1982,
Japanese nationals made more than one-third the pay-
ments received by U.S. firms, but received only about
one-sixth the payments by U.S. firms. In contrast, the
United Kingdom accounted for one-tenth of payments
to U.S. licensors, but received about one-quarter of
payments by U.S. firms. The funds received from Japa-
nese technology purchasers were about eight times as
great as U.S. technology purchasers from Japan. (See
pp. 131-132.)

The Mika States continues to be the world's leading exporter
of high-technology products. In 1984, the United States
accounted for more than 26 percent of high-technology
exports by the world's leading economies (about the
same share as in 1975), Japan accounted for about 22
percent of high-technology exports, as compared to 12
percent in 1975. (See p. 134.)

71w U S share of the important aircraft and parts and market
has fallen sharply, while its share of the office and computing
machines market has increased. In the aircraft industry
which accounted for 20 percent of U.S. high-tech-
nology exports in 1984the U.S. share of exports fell
from more than 60 percent in 1975 to 47 percent in
1984. In contrast, the office and computing machines
industry accounted for 22 percent of U.S. high-tech-
nology exports; this represented a growth in the U.S.
market share from 30 to 36 percent between 1975 and
1984. (See p. 134.)

grams thus depend,. in part on their access to markets in
which the resulting innovations can be diffused and ex-
ploited. This L Willer considers indicators that identif
these markets for technology, and that show how the
channels U.S. firms use for the international diffusion of
technology win over time and by industry. the variant e
of the U.S. experience with that of other countries also is
presented.

The functioning of international markets for science
and technology is important for many reasons. At the
most abstrat t level, well - functioning markets and mid-
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lectual property systems theoretically encourage an ap-
propriate division of effor and specialization at both the
national and international levels, this promotes a larger
output of technological improvements, and ultimately
increases the national welfare.

Thet ire also more concrete reasons for obser% ing the
channels through which technologies are diffused. First,
the health of the domestic economy is directly related to
the flow of new technologies. This flow is in part a
function of the flexibility of those markets where inmna-
non is taking placeLe., markets where new and im-
proved products, processes, and services are being
bought and sold. Second, private R&D investment and
other methods of financing the innovation process de-
pend on firms' access to markets for the resulting new
products and services, and on their expected success in
earning sufficient returns on the R&D investments to
warrant further such investments. Third, the w a% in
which a firm takes an innovation to market ma) affect the
future ability to competeboth for that firm and for other
U.S. enterprises. Finally, government policies ma) unity
tentionally either harm or help an unrelated Si' effort b)
restricting the markets through which technologies dif
fuse. For example, policies reflecting the national security
interest in restricting technology transfers to the So% let
bloc may affect the ability of U.S. firms to exploit a tech-
nological advantage elsewhere in the world. This in turn
may reduce their willingness and ability to pursue inno-
vative programs in the future.'

The primary goal of this chapter is to bring together
several data sets that describe the marl for technology
Many of these data sets serve an important secondary
function: in describing the activities of U.S. firms in the
international marketplaceparticularly in the high-tech-
nology areasthey indicate the strength of U.S. firms
and of the U.S. economy versus foreign competitors.

This competitiveness is a difficult but important con
cep), embodying the widespread concern regarding the
ability of U.S. producers to export, compete against im-
ports, and operate successfully in foreign countries.
Skilled and timely exploitation of emerging technological
possibilities clearly contributes to the Nation's competi-
tiveness by generating lower costs and both new and
higher-quality products. Note, however, that there are
other important factors, and that the precise contribu-
tions of technology, research and development, work-
force skills, and other elements cannot easily be sepa-
rated or quantified. Nonetheless, examining U.S. firms'
performance in the international marketplace provides
some indications of the strength, sources of weakness,
and importance to the total U.S. economy of the Nation's
Sfr system.

Research and development are expensive activities;
they require firms to commit substantial resources over
extended periods of time, and to assume the risk that
these investments may never produce profits. The fact
that the business sector supports about one-half of the
total U.S. R&D effort (see appendix table 4-1) validates

'See National Academy of Sciences (1987).

the belief that these in% estments (I) are necessar\ for
maintaining competiti% e iabilily. (2) will on average
produce returns at least as high as thosc a%ailable from
alternati% e in estmentsmd (1) w ill sometimes deliver
dramatic financial returns.

Profitable international diffusion of an innovation
whether through exports, affiliate sales, or licensing to a
foreign producer-- helps to finance and justik the inno
valor's R&D expenditures and to stimulate other invest-
ments in the innovation. The follow ing section examines
these three principal channels through which tech
nological innocations are commercialized and subs
quentl) transferred and exploited overseas

THE INTERNATIONAL DIFFUSION OF
TECHNOLOGY

As mentioned above, there are three principal than
eels for the international diffusion of technological im
pruvements. First, man% Innovations take the form of
goods which can be produced in the innovator's home
country and exported. Second, the innovator can invest
in production facilities overseas to exploit the process'
product innovation by operating a subsidiary. Third, if
the innovation is patent protected or there is a set of
plans, procedures, draw ings, etc., enabling an inde-
pendent firm to replicate the innovation the innov atm
may sell licenses to foreign firms.

For each of these channels, the following addresses
three main issues of concern:

How successful have U.S. firms been in their efforts to
exploit technological advantages in the international
marketplace?

How has this participation changed in terms of the
main channels of involvement?

How does this in% oh ement differ In industry?

International Trade in High-Technology Products
Emerson advised that if one can "make a better

mousetrap than his neighbors, though he builds his
house in the woods the world will make a beaten path to
his door." The sale abroad of "better mousetraps" con-
tinues to provide an important motivation to American
inventors. Moreover, U.S. success in exporting products
linked to invention and innovation is a significant indica-
tor of the strength of the economic- ties linking the United
States to the international 511' system.

About 43 percent of U.S. exports of manufactured
products can be classified as high technology. (See ap-
pendix table 7-1.)Thus, a great deal of trade is not directly
linked to R&D, invention, or innovative activity For in-
stance, the U.S. may retain a competitive edge for some
products because of such natural advantages as access to
mineral deposits or a favorable climate; for others, there
may be a historical advantage in the necessary capital
equipment; in still other cases, political links to trading
partners may be significant.

Ideally, then, to analyze the role of science and tech-
nology in international trade, the impact of R&Dor
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measures of other components of the ST" effortwould
be statistically analyzed to distinguish them from other
variables affecting trade performance. However, fluctua-
tions in macroeconomic variables (particularly interest
rates and exchange rates between U.S. dollars and our
competitors currencies) have tended to overwhelm the
statistical influence of R&D and other variables related to
the Sir effort! It 1 lerefore becomes necessary to rely on
somewhat cruder methods.

Researchers have used a number of means to identify
it tividual industries or product groups as "research in-
tensive," or "high technology." These methods usually
employ some measure of the R&D effort undertaken in
the industry or product group, normalized for industry
size.' I lowever, in some industries, the relevant R&D is
performed internally; in others, firms depend on the
innovations of those upstream suppliers that provide
input to their production processes. To address this com-
plicated technological structure, the U.S. Department of
Commerce (DOC) uses an input-output table to allocate
the applied research and development expenditures of
intermediate -goods producers among the appropriate
final-goods producers. This allocatiln, when normalized
by shipments, permits identification of groups of prod-
ucts whose total R&D intensity a "e significantly higher
than that of other products. These product groups are
known collectively as the DOC-3 high-technology prod-
ucts.' (See appendix table 7-2.)

Until 1986, the United States maintained a consistent
trade surplus for the identified high-technology product
groups, while generally importing more than it exported
of other ma n u fact u red products. Since 1980, however,
the U.S. high-technology trade surplus has declined sub-
stantially, dropping from about $30 billion (at 1982
prices') in 1980 to $3 billion in 1985. In 1986, the United
States experienced its first trade deficit in high-tech-
nology products, with exports of $72.5 billion and im-
ports of $75.1 billion. (See figure 0-26 in Overview and
appendix table 7-1.) This deficit reflects the steady in-
crease in U.S. imports of high-technology products:
these grew in real terms at an average annual rate of about
12 percent from 1980 to 1986, while exports remained
more or less constant.

For all but 1 of the last 16 years, the U.S. has imported
more than it has exported of products outside the high-
technology groups; in the last 6 years, this deficit has
increased sharply as exports have fallen and imports have
risen. This demonstrates the increasingly competitive
markets for all U.S. manufactured goods, a condition
affecting both high-technology producers andsome-
what less dramaticallythe non-high-technology sector.

'See I hike and Nelson (1987),
'R&D expenditures as a percentage of total sales, and mai:Mists and

engineers employed in IMD as a percentage 01 total emplovment are
two prominent examples of this approach, See 13oretsky 0982) and
Kelly (1976).

See Davis (1982) and U.S. Department of Commerce (1983).
'Since there is no deflator available specifically for hightechnology

trade, nor for exports in general, current dollar data were adjusted
using the gross national product (GNP) deflator Trends in constant-
dollar terms should therefore be treated as approximations
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There is a continuing shift in the U.S. comparative
advantage away from traditional manulactures and to-
ward more R&D-reliant products. I lowever, the tenden-
cy of high-technology and non-high-technology trade
balances to move ill the same directions (see figure 0-26
in Overview and appendix table 7 -I) reflects the signifi-
cance of other factorssuch as the combination of strong
demand et home, relatively weak demand abroad, and
the strength of the U.S. dollar vis-a-vis the currencies of
U.S. competitorsconfronting high-technology and
non-high-technology producers alike.

Data on trade in high-technology products have been
used to assess technology's contribution to economic
competitiveness." But international trade in products is
more than an arena for testing the efficacy both of U.S.
innovation and U.S. policies to promote that innovation.
Trade is itself an integral part of the science and tech-
nology system. As such, it provides a means for tech-
nology diffusion and for amortizing private investments
in R&D. To examine trade as a channel for the spread of
technology, data on trade in high-technology products
must be analyzed.

Exports make up a relatively large part of the markets
for U.S.-produced high-technology goods, compared to
non-high-technology products. (See figure 0-27 in Over-
view and appendix table 7-2.) In 1984, the most recent
year for which data are available, more than 16 percent of
high-technology shipments were exported, while only 5
percent of other manufacturing products were sold
abroad.

Of all groups of high-technology products, three
aircraft and parts, communications equipment and elec-
tronic components, and office and computing ma-
chinesaccount for a large and increasing share of all
high-technology exports (68.1 percent in 1986, up from
59.9 percent in 1978); as well as of all manufacturing
products (29.1 percent in 1986, 21.5 percent in 1980).
Taken together, these three product groups are even
more dependent upon foreign export markets than are all
high-technology products combined, with exports ac-
counting for about 20 percent ri shipments in 1985. (See
appendix table 7-2.)

The three product groups also were particularly inten-
sive in their R&D performance. In 1985, company-
funded R&D expenditures in the industries as Iciated
with these products were about $19 billion, or almost 37
percent of the total industry-funded R&D effort in the
U.S! This measure, however, probably understates the
importance of these industries to the U.S. commercial
R&D endeavor, as these industries both provide impor-
tant markets for various high-technology inputs and en-
courage R&D expenditures in various supplier
industries.

The data suggest that increased commercial R&D ac-
tivities aLcumpany increased exports. While it cannot be
concluded that increased R&D leads to increased exports
(or vice-versa), there are reasons to believe that the two

'See Finan, Quick, and Sandberg (1984
See National Science Foundation, Reseal: and I We/op:wit sit lidos.

'ry (1986). Document is distributed on diskette.



are mutually reinforcing. Successful R&D improves com-
petitiveness in foreign markets, and access to foreign
markets makes innovative activities potentially more
profitable; this in turn encourages and provides re-
sources for private investment in R&D.

International Direct Investment
Possession of a technological advantage does not nec-

essarily mean that a firm will actively export goods, or
that the export of goods will be the soleor even the
primaryway in which the firm exploits its advantage.
Rather, technologically advanced firms frequently oper-
ate foreign subsidiaries and affiliates. For, although ex-
porting products is typically an attractive approach to the
International marketing of a technological advantage,
tariffs and other barriers to trade in goods frequently
make direct investment a more profitable choice."

The choice of channels for foreign market penetration
may be related to the technology's age, with innovations
initially exploited through exports and production mov-
ing offshore as the product or process matures." Relative
costs of production in the U.S. and in foreign countries
are also a factor: if these costs are substantially lower
overseas, production will increasingly be transferred to
the foreign affiliate, and affiliate sales will substitute for
exports. Overseas direct investment may also be a re-
sponse to trade barriersif imports into a country are
restricted, a firm may instead set up production facilities
in that country.'" Thus, detailed information on tech-
nologies age and other characteristics, production costs,
and countries' tariffs and other trade barriers would en-
able assessment of the importance of technolog:cal ver-
sus legal and political influences on diffusion channels.
In the current absence of such detailed information,
however, analysis of the trade and diffusion of tech-
nology and high-technology products is limited.

The possession of some advantage is a videly ackmm
edged rationale for establishing overseas subsidiaries."
This advantage may involve access to superior tech-
nology, or such other firm-specific assets as brand-name
advantages and distribution networks, these latter are
not easily sold or otherwise transferred to other firms."

It is typically less costly to transfer technology within
firms than between firms." The multinational corporation
that operates production facilities in several countrie'
may thus be seen as a vehicle for the international exploi-
tation of a technological advantage.

Data on international direct investment in manufactur-
ingparticularly in high-technology industryserve a
similar function to data on trade. First, they reflect the
technological advancement of U.S. firms as compared to
that of foreign rivals. Second, the data reflect the use of

"See Mansfield, Romeo, and Wagner (1979).
"See Vernon (19h6) and I lufbauer (1966) for earl discussions of the

"product cycle."
"See Hurst (1971), pp. 1059-1072.
"Caves (1982), pp. 3.12 and 196-2tKi, contains discussant and many

references to theorehol and empirical hod,
"See Teece (1986b), pp, 21-45.
"See Teece (1977).
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this channel (international direct investment) for tech-
nology diffusion both by U.S. firms abroad and by for-
eign enterprises operating in the United States.

The analysis here stresses the activities of multina-
tional enterprises in manufacturing." It concentrates or
the international holdings and operations of U.S. mao-
ufacturing enterprises, although some new data on direct
investment in certain technology-related service indus-
tries are also explored.

U.S. Direct Investment Abroad. The U.S. direct invest-
ment position measures the book value of U.S. investors'
equity in and outstanding debt with affiliated firms over-
seas.' It provides an indication of both the level and
location of this sort of international activity by U.S. firms.

U.S. holdings of overseas affiliates in the manufactur-
ing industries increased steadily until the middle of the
1970's, after which the net worth of these holdings fluctu-
ated, declining in real terms since 1980.'1' (See figure 7-1).
This pattern was also followed by the two major industry
groups comprising the bulk of high-technology activity
for which detailed data are available: chemicals and allied
products and machinery (which combines the machin-
eryexcept electricaland electric and electronic equip-
ment industry groups).

This reduction in the real value of direct investment
holdings reflects an actual withdrawal of capital by U.S.
parent companies, (=Lined with a reduced rate of in-
crease of reinvested earnings, a reduced rate of invest-
ment in new capital, and capital lossesincluding those
due to declines in the net value of the foreign currency
denominated assets of foreign affiliates.r The overall di-
rect investment position therefore can only be inter-
preted as a general indicator of the activity level of U.S. -
based multinationals, and of the potential size of this
channel for the international diffusion of technology.
After a long period of steady growth, this channel has
apparently shrunk in the last few years.

The geographical location of U.S. investments in over-
seas subsidiaries has changed substantially over the

'Rationales other than technological aticantagc art. Important for the
existence of multinational entcrprist. in other industries For example.
the petroleum industry which accounted for almost one-quarter of all
U.S. direct investment abroad in 1986, but which performs little R&D--
invests abroad primarily to gain trees to crude petroleum deposits,
only about 15 percent of its investment is related to tc holesale or retail
marketing activities. See L.S. Department of Commerce (1987b), p. 83.

Wholesale and retail trade are two other industry groups where there
is a high level of U.S. direct investment abroad While this investment
may be related to the superior technologies embodied in t goods that
the trading :plates are selling, this technological con. tent is ac-
counted tor in measures of the manufacturing actiti, .men these
goods are actually produced 'either through measurt c of I. S exports
of high-technology products (some of which supply the trading affili-
ates), or in U.S. investments in manufacturing facilities overseas.

'Affiliates' are defined as firms in which the reporting U.S. parent
holds an interest of at least 10 percent. See U.S. Department of Com-
merce (1985a), p. 4.

'Data are converted into constant terms using the GNI' deflator As
the data are already converted into U.S. dollars using the currently
prevailing exchange rates, which reflect many factors besides the rela-
tive changes in pricey to the different countries, the use of any single
U.S. price deflator can onis approximately correct the effects of
inflation.

'See U.S. Department of Commerce (1985b), p. 31.
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Figure 7-1.

U.S. direct investment position abroad,
manufacturing industries
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years. (See figure 7-2.) In 1966, U.S. direct investmei it in
Canadian and British affiliates made up almost one-half
of the total U.S. direct investment position in manufac-
turing; by 1984, this combined investment had declined
to 36 percent. West Germany and France each were hosts
to more than twice as much U.S. direct investment as
Japan in 1966 for the manufacturing industry as a whole,
and about twice as much in the machinery and chemical
industries. By 1984, however, Japan and France received
similar amounts of U.S. direct investment, while U.S.
investments in West Germany continued to increase.

Operations of Foreigit Affiliates of U.S. Parent Firms. More
detailed information on overseas direct investment is
available from a new survey of the operations of both U.S.
multinationals' foreign affiliates and U.S. parent firms.
This survey covers income statement and balance sheet
data for parents and affiliates, broken down by industry
of both parent and affiliate.'"

This more detailed by-industry classification permits
an examination of direct-investment-related activity in
specific high-technology manufacturing industries, as

"'Reports on the financial structure and operations of non-bank affili-
ates of non-bank U S companies were collected from each firm with a
non-bank foreign affiliate whose assets, sales, or net income exceeded
$10 million. In 1984, 1,221 U.S. manufacturing ',ruts reported on the
activities of more than 11,000 foreign affiliates. When classified by
affiliate primary industrial Mix ity, there were o,869 Alibates in man-
ufacturing industries, as we as 288 in three technology-related sen, we
industries. See U.S. Department of Commerce (1986a).
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Figure 7-2.

U.S. direct investment position abroad, distribution
by hubZ country, major industry groups
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well as in several technology-related service industries.
In addition, the survey's coverage of current operations
(income statement data) is closely related to the current
competitive strengths and weaknesses of the parent and
affiliate firms, while the balance sheet information (dis-
cussed above) concentrates on longer-term decisions
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about the location and financial structure of parent t inns'
foreign activities.

The discussion here is based on data reported by in-
dustry of affiliate for the manufacturing industries corre-
sponding to the DOC-3 high-technology product
groups. (See appendix table 7-4.) It also covers three
technology-related service industriescomputer and
data processing services; research and development and
testing laboratories; and engineering, architectural, and
surveying services. Firms in these high-technology man-
ufacturing and technology-related service industries are
the ones most closely involved with the international
marketing of technological advantages.

Sales of U.S. affiliates can be used to evaluate the
importance of the direct investment channel for exploit-
ing U.S. technological advantages. This is determined by
calculating the ratio of net affiliate sales to total foreign
revenue.'''

Sales by overseas affiliates comprise a large part of
overseas revenues for U.S. manufacturing (both high-
technology.'" and non-high-technology) industries. The
entire "other transportation equipment" direct invest-
ment industry class (DIIC)which includes aircraft and
parts, guided missiles and spacecraft, and several other
transportation industriesaccounted for less affiliate
sales than any of the high-technology industries consid-
ered here except the engines and turbines industry.21The
electronic components and accessories industry and the
radio, television, and communications equipment indus-
try also had relatively low net affiliate sales. (See figure
7-3.)

Access to foreign markets through direct investment is
slightly more important for non-high-technolcgy indus-
tries trade than for that of high-technology industries.
'See figure 7-3.) However, in comparing affiliate sales to

'tal corporate revenue,22 this trend is reversed. In figure
the share of total revenues accounted for by net

affiliate sales was almost twice as great in the group of

Net affiliate sales are calculated as affiliate sales less parent firm
exports to affiliatesthis avoids counting twice goods exported lor
resale by affiliates. The sum of net affiliate sales and exports by thv
domestic industry is a measure of the industry's total foreign revenue.

''The industries defined here as high-technology are those whose
direct investment industry classifications (DIIC) correspond to the
DOC-3 high-technology product groups, with the following excep-
tions, There are no DIIC's for guided missiles and spacecraft, aircratt
and parts, or ordnance and accessories. Industrial inorganic chemicals
and plastic materials and synthetics are combined ccith indo,tril
organic chemicals not a DOC-3 high-technology pn tit t) to form tilt
industrial chemicals and synthetics DIIC Sec Davis (1982) and U
Department of Commerce (1985a), pp 439459

'See U.S. Department of Commerce (1987b), tables 2 and 17
--As in the discussion of high - technology exports, the sales figurc

used is shipments in selected industries. Will tort rc,yc nuts arc the
sum of exports of the corresponding high technology products plus
sales of affiliates operating in the selected high-technology industries,
minus imports from parents of the surveyed affiliates. The sum of net
affiliate sale s plus exports is then taken as a percentage of total rec c 0 Lk.
this proceoure is not correct in a strict accounting sc n,t, as the .sports
arc calculated on a product basis, cc hle affiliates are classified by their
primary economic activity This activity differs in many cases from that
of the parent companies, which is the classification of the :hipments
data.
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high-technology industries as in other manufacturing
industries. Moreover, none of the individual high-tech-
nology industries for vv hich data are available received a
lower share of revenue from affiliate sales than the 11.5
percent of the non-high-technology manufacturing in-
dustries. Overseas affiliates are particularly important to
firms in the offiLe and computing machines and drug and
medicare industries, where net affiliate sales accounted
for more than 30 percent of total revenue in 1983.

The importance of foreign markets as a whole: to the
U.S. high-technology enterprise is indiLated by compar-
ing total sales abroad to total domestic sales. In 1984,

foreign sales, made up of net affiliate sales plus exports,
were equivalent to almost 32 percent of total shipments in

I



seven high-technology industries!' (See figure 7-4.) The
office and computing machines industry led these indus-
tries with about 48 percent of shipments. The radio,
television, and communications industrywith 21 per-
cent of revenues from foreign sourceswas the least
"international" of U.S. high-technology industries. In
contrast, non-high-technology manufacturing industries
made only about 16 percent of their sales to foreign
customers.

foreign Direct Investment in fire United States. The United
States is the world's single largest recipient of interna-
tional direct investment. In 1984, the U.S. received about
21 percent of all international direct investment; this was
primarily from other advanced industrialized econo-
mies!' Investment source and industrial location indicate
the role such investments play in the international diffu-
sion of technology. For example, do these foreign invest-
ments in the U.S. correspond to transfers of foreign-
origin technology into the United States? Is technology a
less important part of foreign investment in the U.S. than
it is of U.S. investment overseas?

In 1986, foreign direct investment holdings in U.S.
manufacturing mdustries were worth more than $68 bil-
lion (at current prices). This represented an increase (in
real terms) of 38 percent since 1981an average annual
growth rate of almost 7 percent. (See appendix table 7-5.)
The distribution of these holdings by nationality of
ownership is shown in figure 7-5; the great majority of
these holdings belong to investors in the advanced in-
dustrialized countries!'

Several features stand out in this distribution of hold-
ings. First, while Japan has experienced great success in
international competition in general (and in the develop-
ment of technological expertise in particular), Japanese
firms account for a very small share of total foreign direct
investment in the United Stales. Even in the machinery
industries (including computers and office machines; ra-
dio, television, and communications equipment; a-,d
electronic components and accessoriesthree industr _s
where major Japanese participation might be expected
and which accounted for 52 percent of the foreign direct

The aircraft and parts and guided missiles and spacecratt industries
are excluded from this analysis as data are not available for affiliate sales
in these industries. It should be noted that exports alone of these
products amount to more than 20 percent of shipments; including
exports of these products in foreign revenues, and shipments from
thole industries in total revenues, leaves the ratio of high technology
revenues coming from foreign markets at more than 30 percent (See
appendix tables 7-2 and 7-5.)

:'See U.S. Department of Commerce (1984), pp. 45, 61, and updates
from Office of Trade and Investment Analysis, International Irade
Administration.

:`*The substantial distribution attributed to the Netherlands Antilles
includes large holdings by investors from other advanced indus-
trialized countries (including the U.S.). I lowever, even when tracing
assets to the country of "ultimate benchual owner,' the Netherlands
An illes remains an important Stkirle of foreign direct investment, since
0.,e majority of investing firms are largely incorporated in the
getherlands Antilles, and their ownership cannot be further identified.

See Shea (1986).
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investment position in machinery in 19860 Japanese
investors accounted for only 6.6 percent of 1985 foreign
investment in the U.S.

The level of Japanese participation in foreign direct
investment in the United States mirrors the relatively low
levels of U.S. direct investment in Japan. This suggests
cultural, linguistic, legal, or other barriers that block the
operation of multinational business between the two
countries. There are a number of other explanations for

'See U.S. Department of Commerce (1987a), table 2.3, p. 98.



Figure 7-5.

Foreign direct investment in the United States in manufacturing, distribution by country: 1982, 1986
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Netherlands

these apparently low levels of investment. For instance,
some Japanese investment in manufacturing indus-
triesparticularly in the automobile industryis classi-
fied as wholesale trade. This is because the industrial
classification methodology is based on the enterprise's
principal activity. Also, foreign direct investment in Ja-
pan wasat least until the sate 1970'srestricted by pol-
icy; concurrent restrictions on Japan's outflow of capital
made outside direct investment more difficult.

A second important feature of foreign direct invest-
ment is the relatively small role of Canadian direct invest-
ment. (See figure 7-5.) Although Canada is the most
important host for U.S. direct investment abroad, and in
spite of very strong cultural ties between the two coun-
tries, Canadians own a relatively small share of the for-
eign direct investment position in the United States. In
contrast, the Netherlands is the largest source of foreign
direct investment in U.S. manufacturing. This activity is
broadly spread. Dutch investors account for major shares
of the total foreign position in both chemical products
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and machinery. Switzerland is another relatively small
country with a major position in the United States; Fran-
ce, on the other hand, is somewhat less active (relative to
its size) in the United States, particularly in machinery.

A detailed breakdown by industry is available for the
total foreign direct investment position in the United
States. Foreign investors are not particularly active in
most of the high-technology industries, with combined
direct investment holdings of about $26 billion in itiS6.
(See figure 7-6 and appendix tab:e 7-6.) More than one-
half of this imcstment was in the industrial chemicals
and synthetics industry. Non-high-technology indus-
tries account for almost two-thirds of total foreign direct
investment in U.S. manufacturing industries, and about
80 percent of the foreign holdings in U.S service
industries.

The two countries that appear to offer the U.S the
closest competition in global markets for technology
West Germany and Japan have smaller presences here
than would be expected if direct investment in the United



Figure 7-6.
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States were primarily a function of technological compet-
itiveness. Furthermore, foreign direct investment in the
United States is weighted toward those industries that, at
least in the United States, are not high-technology. In
contrast, the pattern of U.S. direct investment abroad
seems to be strongly related to technological strength, or
at least to research and development effort. This latter
correlation is not unexpected, since industries where
U.S. corporations put their greatest technological
effortsthe high - technology industriessh ould offer
fewer opportunities to foreign firms for profitable direct
investment in U.S. production facilities.

Patent Licenses and Technology Agreements
The preceding sectic,ns have concentrated on com-

merce, primarily related to technology, where the ex-
ploiting firm has traded on its technological advantage
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without actually selling control of the .echnology to other
firms. The sale of high-technology products involves the
export of so-called "embodied technology." These prod-
ucts were selected because they reflect significantly great-
er R&D expendituresboth by the producing industries
and by industries upstreamthan do non-high-tech-
nology products. The sellers of these goods then trade
upon the greater sophistication and serviceability of their
products. In time, other fin-toboth at home and in other
countriesimitate the innovator's techniques, and the
corn petitive advantage from tech n ologica I inn ovation
dissipates. Then is thus a transfer of technology through
two channels: (1) the technology-embodying goods that
are sold, and (2) the information these goods carry which
ultimately permits a rival to copy or improve upon them.

There is also a twofold transfer of technology related to
direct investment. First, the innovative firm sets up pro-
duction of its technology-embodying product in the mar-
ket, creating a transfer of technology analogous to that
accompanying high-technology product export. Second,
there is a transfer of "disembodied technology." In setting
up production facilities, the investing firm brings a pan-
oply of formal and informal knowledge (know-how) as-
sociated with the technology's use. This know-how
ranges from designs and blueprints to production experi-
ence and knowledge of appropriate marketing strategies.
As with exporting, there is undoubtedly a leakage of
technology to the firm's potential rivals. Moreover, the
wider the distribution of a good, the more likely it is to be
seen by an imitator, and the more visible the market the
imitator may hope to capture.

Exporting and investing abroad are very different ap-
proaches to the international transfer of technology, and
are pursued to different degrees in different industries.
However, both strategies have an important element in
common: technology leakages to potential competitors
are not deliberate, and those leakages that do occur are
largely an inevitable result of succesful marketing.

Exporting products and investing in production facili-
ties abroad are not the only way in which firmscan profit
from their technological advantages. Firms also may sim-
ply sell their rights to an invention, and/or provide tech-
nical information on an invention's production or use, to
an independent firm. This latter firm will undertake the
product's improvement, production, and/or marketing,
paying license fees and royalties to the original firm;
these are frequently proportional to product sales.

Such arrangements have both advantages and draw-
backs. On the positive side, the firm selling its tech-
nology may lack access to the resources necessary to fully
exploit the technology, such as related technologies, raw
material or capital resources, marketing expertise in the
relevant country or industry, etc. Furthermore, firms
may be able to exchange licenses with other firms, there-
by gaining access to a new pool of knowledge.

On the other hand, by selling patent licenses and asso-
ciated technical information and blueprints, the licensing
firm makes the potential imitator's job much easier. The
licensor sells not just technical information, but also par-
tial control over the technology. Science and technology
are cumulative, advances typically require mastery of the
existing art. A cost of patent protection is the information



that is disclosed in the patent document, if a Ike llSe to the
patent is also sold, the imitator need not wait for patent
expiration to gain production experience. Additionall,
the sale of nonpatent plans, specifications, operating pi 0-
cedures, and soon, turthe acceleiates the imitatoi's mas-
tery of the existing art.

lb some extent, firms' receipts and payments of firms
for patents and technical exchange agreements represent
a pure indicator of technological prowess. Particularly
between unaffiliated firmswhere prices are set through
Jule market-related bargaining processthey reflect

only the exchange of technology, totally separate from
individual products or a firm's internal characteristics.
Thus uncluttered by other elements of competitiveness,
these receipts and payments may be seen correctly as an
"output" :ndicatorone of the few statistics describing
the production and exchange of knowledge. However,
while the data describing patent license sales and ex-
changes reflect technological merit, the problems associ-
ited with the underlying transaction suggest that they
also be viewed as indicators of constraints upon tech-
nology transfer channels.

When possible, it is appropriate to examine receipts
and payments associated with technology exchanges be-
tween independent firms, rather than between affiliates,
since there is no reason to believe that the prices a firm
sets for its internal transactions bear a close relationship
to market values. Unfortunately, however, transactions
between affiliates are not always reported separately
from those between independent firms. When such com-
bined data are used. it should be remembered that they
may reflect a firm's internal accounting practices as well
as technology transactions between firms.

Since 1972, both U.S. receipts and U.S. payments of
royalties and fees associated with unaffiliated foreigners
have remained more or less constant in real terms. re-
ceipts have fluctuated around $1.5 billion at 1982 prices,
and payments around $300 million. (See appendix table
7-7.) During the last decade, U.S. receipts for technology
have generally been about five times as great as
payments.

Compared to the other two channels for technology
diffusion, licensing and other technology agreements are
quite small, making up less than one-half of I percent of
total foreign operations in 1984. (See appendix tables 7-4
and 7-7.) These data, however, represent a pure flow of
technology. Technology transferrer in this way provides
a means for the foreign purchaser to overcome a tech-
nological lag; at the same time, the purchaser may im-
prove its current ability to compete, as well as its ability to
participate in later improvements of the products and/or
processes involved. Sellers of such technology gain a
percentage of sales in foreign markets that they may have
been unwilling or unable to exploit either through ex-
ports or direct investment in those markets.

These bilateral transactions in patent licenses and other
technology exchange agreements between U.S. firms
and the unaffiliated nationals of particular countries thus
provide a useful indication both of the nature of tech-
nology transfers between the two countries, and of the
success the countries are experiencing in acquiringand
presumably usingthe other's technology.
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There is considerable %ar.ation in the technological
relations between the United States and different coun-
tries. (See figure 7-7.) Japanese nationals in 1985 made
more than one-third of the pa ments received by U.S
firms, but received only about one-sixth of U.S. pay-
ments. In contrast, nationals of the United Kingdom
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accounted for 8 percent of U.S. technology receipts, but
received more than 23 percent of U.S. payments. U.S.
receipts from U.K. nationals were about 55 percent great-
er than payments to the United Kingdom in 1985; in
contrast, receipts from Japanese purchasers were more
than 700 percent greater than payments. Overall, U.S.
receipts were about 3.5 times as great as U.S. payments.

Given the size and strength of the U.S. science and
technology system, the positive technological balance of
payments between the United States and the rest of the
world is not surprising. A surplus between the United
States and even as technologically sophisticated a coun-
try as Japan is to be expected; however, the size of the
U.S. surplus with Japan requires further analysis. Per-
haps Japanese producers are superior at practical applica-
tion of ideas and inventions; or U.S. firms are better at
invention than innovation; or there are legal, political, or
other obstacles that prevent U.S. producers from putting
their inventions into practice, and that require the par-
ticipation of Japanese licensees. There also may be other,
more innocuous, reasons for the strong tendency of U.S.
inventors to license their technologies in Japan.

The technology flows between the United States and
Japan, however, are considerably less one-sided than
they used to be. After accounting for i_lflation, U.S. tech-
nology receipts from unaffiliated Japanese entities have
remained constant since 1972, while the level of pay-
ments in 1985 was more than 4.5 times as great as the 1972
level.

U.S. payments to technology sellers in the United
Kingdom are larger than might be expected given the size
of the British R&D endeavor. In 1983, United Kingdom
R&D expenditures were less than one-half those made in
Japan, and about two-thirds the level in West Germany;
nonetheless, the U.K. was easily the largest recipient of
U.S. technology payments. (See appendix table 4-1 for
data on R&D expenditures.)

The close cultural and linguistic ties between the Unit-
ed States and the United Kingdom might explain the
high level of British technology sales. But this explana-
tion would also predict particularly large technology
transactions between the United States and Canada, and
a high level of U.K. purchases of U.S. technologynei-
ther of which is in fact the case. For example, U.S. tech-
nology receipts from the United Kingdom are only one
and one-half times as great as payments, so that the
bilateral technological payments between the U.K. and
the U.S. are closer to balance than are the payments
between the United States and any other country.

Japan and the United Kingdom represent the extremes
of the U.S. technology transaction activity (at least among
the largest industrialized countries). Comparing these
two sets of technology transactions shows that the U.S.
both imports and exports disembodied technology, with-
out an accompanying flow of goods or investments.

The total flows of receipts and payments of royalties
and license fees include both new agreements and those
made in previous periods which are still In force. A
history of U.S. inventive strength, and the past
willingness of U.S. inventors to transfer their technology
to overseas entrepreneurs, may overshadow current
efforts by U.S. firms to both import and adopt foreign
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technology, and to use other channels to transfer and
exploit their own advantages overseas. I he U.S. data
discussed above do not distinguish between new and old
technology agreements, and thus may reflect this slow
responsiveness to current conditions.

'lb partially rectify this difficulty, there is a recent Ja-
panese government survey of the technology purchase
and sale activities of Japanese firms. This has shed light
on the year-by-year transactions between Japanese and
U.S. firms (and between Japanese firms and nationals of
the other large advanced industrialized countries). While
these data reflect only some of each year's technology
transactions between Japan and the rest of the world
and of course contain no information about trail; actions
between the United States and countries other than Ja-
panthey do provide additional details about the rela-
tively high level of technology sales made by U.S. firms
to Japan, as well as U.S. technology purchases from
Japan.

Table 7-1 shows the share of new transactions in the
total Japanese receipts from sales and payments for pur-
chases of technology. Improvement in the Japanese tech-
nology bases should reduce Japanese purchases and in-
crease Japanese sales relative to their historical levels. In
fact, although there is considerable year-to-year fluctua-
tion in the share of Japanese technology receipts and
payments attributable to new agreements, the tendency
seems to be in the opposite direction. As new Japanese
technology purchases have increased (relative to the ex-
isting level of technology exchange agreements), the val-
ue of new Japanese technology sales has increased less
rapidly than has the total of annual Japanese receipts
from all technology agreements. Thus, there is little evi-
dence that strong Japanese performance in developing
commercial technology is being matched by licensing
that technology to non-Japanese producers abroad, or by
reduced purchases of technology licenses from foreign
inventors.

Table 7-1. New agreements as a percent of total
technology transfer agreements between Japan

and the United States and other inajor countries:
1975, 1980, 1985

1975 1980 1985

Technology sales to:

Percent

United States 19 28 14
Other major countries 58 42 43

Technology purchases from:
United States 7 13 11
Other major countries 8 9 13

See appendix tables 7-8, 7-9.
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TECHNOLOGY AND U.S. COMPETITIVENESS

Science and technology are not only influenced by the
national and international trading system, but are also a
source of competitive strength and success within that
system. The contributions of research and development
and other S/E activities to the Nation's economic perform-
ancespecifically to the ability of U.S. producers to com-
pete in both domestic and international marketsare
one of the rationales for Federal support of science and
engineering. By examining data on the marketing of tech-
nological advantages, this section assesses S/E's contribu-
tion to trade performance, and identifies areas of U.S.
strength and weakness as compared to other countries.

Technological proficiency does not guarantee success
in the international marketplace. A firm also may need
lccess to attractive financing packages, advertising and
marketing skills, manufacturing expertise, etc Without
such complementary assets, better equipped imitating
firms may be able tc overtake the innovatin,, firm, gain-
ing the advantage- ascribed to being "competitive.'

This section discusses "competitiveness," broadly de-
fined as the ability of U.S. firms to sell products abroad
and in domestic markets. Two aspects of competi-
tivenesstrade and firmare of particular interest
Trade competitiveness is narrowly defined as the ability
of U.S. producers to export and to compete with imports
in domestic markets. Firm competitiveness refers to the
ability of U.S.-based firms to compete at home and
abroad. In both cases, a crucial element of competi-
tiveness is producers' ability to increase earnings while
meeting the competition in international markets 28

These two types of competitiveness are strongly re-
lated. The "product cycle" hypothesis suggests that the
technological innovations that later lead to foreign direct
investment and overseas production are initially pro-
duced and sold domestically, and then exported.2" Firm
competitiveness is thus initially exhibited through trad-
ing performance (described here as trade competi-
tiveness). Less directly, the ability to capture domestic
and export ma, kets in the early stages of an innovation's
lifetrade competitiveness--may be a necessary con-
dition for the innovative effort which enhances a firm's
overall competitive position.

As measures of the strength of the Nation's science and
technology systen,, the two aspects of competitiveness
must be treated separately. Trade competitiveness results
not just from superior technology, but also from those
factors that determine the market price for goods of a
given quality In particular, trade competitiveness is
largely a function of the exchange rates between the
dollar and the currencies of the other major trading coun-
tries. Firm competitiveness, on the other hand, is less
directly related to the Nation's economic health, but has
stronger ties to technological prowess. (Other factors,

'See Teece (1986a), pp. 285-305.
'For a related definition which differentiate between "corporate

competitiveness" and "national competitiveness," gee Cohen, Teece,
Tyson, and Zysman (1984), p. 2.

29Sef Vernon (1966) and flufbauer (1966).
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ouch as brand-name advantages, labor and marketing
skills, and managerial excellence, are also relevant.)

In assessing the competitive strengths and weaknesses
of U.S. commercial science and technology, changes in
the overall competitiveness (broadly defined) of U.S.
technology must be distinguished from shifts in the
channels (discussed above) used to exploit technological
advantages internationally. Data on each of the three
channels are therefore examined, both in terms of the
different aspects of competitiveness, and as evidence of
the overall strength of the U.S. commercial Sic system.

High-Technology Trade Competitiveness
The combination of slower growth in U.S. exports of

high-technology products and the steady increase of im-
ports has led to a dramatic decline in the U.S. high-
technology trade surplus. Specifically, trade dropped
from about $31 billion in 1981 (1982 prices) to $3 billion in
1985, and a deficit of $2.6 billion in 1986. (See figure 0-26
in Overview.) This stark picture has led to widespread
concern about a loss of U.S. competitiveness in these
leading industries.

There has been a larger loss in U.S. trade competi-
tiveness in all manufactured products, besides that in the
high-technology product groups. Whether this implies a
loss of U.S. technological leadership depends in part on
whether the product groups described as "high-tech-
nology" are in fact those closest to the leading edges of
technology. Since these high-technology product groups
are defined at the three-digit standard industrial classi-
fication (SIC) level, each group contains products of vary-
ing levels of technological sophistication. A loss in U.S.
market share in a product group may in fact be an in-
crease in the volume of the less sophisticated goods in the
product group, which might be produced primarily in
other countries. It may also reflect overseas production
goods that had once been near the leading edge of tech-
nology, but that are now standardized and can be pro-
duced offshore. At the same time, a U.S. technological
lead might exist or be developing in products that lie
outside those defined as high-technology.

In the rapidly changing commercial world, all three of
these explanations apply at various times. The first can be
described as a loss of U.S. trade competitiveness, without
implying a loss of U.S. technological leadership, the sec-
ond is a consequence of the evolution of products and
technology. The third entails unobserved strength in
U.S. commercial science and technology.

If the U.S. is indeed losing its technological leadership,
there should be a shift in market share from the United
States to its nearest technological competitorsi.e., the
other advanced industrialized countries of the Organisa-
tion for Economic Co-operation and Development
(OECD). A loss of market share in individual high-tech-
nology products might reflect increased age and stand-
ardization of the technologies used or included in those
products, thus permitting more countries to compete
effectively. Loss of market share in this case need not
reflect movement of U.S. firms away from the tech-
nological frontier, but instead, broader participation in
technology.

14;



If, however, the weaker U.S. trade performance. in
high-technology products does reflect a weaker ability to
perform at the technological frontier, then loss of compet-
itiveness would be most severe in those product groups
that most intensively perform and use applied research
and development By combining analysis of national
market shares in high-technology products and U.S. per-
formance with regard to a smaller subset of these prod-
ucts, the issue of technological leadership can be disen-
tangled somewhat from the more general issue of the loss
of U.S. trade competitiveness.

Since 1965, the United States has accounted for be-
tween 23 and 30 percent of world exports of high-tech-
nology products.' Ir 1984, the latest year for which data
are available, the United States was still the world's
largest exporter of high-technology products. Although
the U.S. share of the world market for high-technology
goods declined from around 30 percent in the late 1960's
to about 25 percent in the late 1970's, the U.S. share has
mere recently hovered around 27 percent. (See appendix
table 7-10.) Furthermore, exports of high-technology
products have tended to increase for all of the largest
industrialized economies, although there was a down-
turn for all countries in the early 1980's, coincident witn
economic recessions for the United States and most of its
trading partners.'" (See figure 7-8.)

Thus, in spite of the relatively difficult competitive
situation that has faced U.S. producers in recent years,

141 "World exports" are defined here as these exports reported to the
United Nations by 14 major countries. (See appendix table 7-10.)

'Council of Economic Advisers (1985), pp. 28 and 99.
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U.S. exporters have been relatively successful at defend-
ingand in some cases increasingtheir market shares,
at least in relation to their competitors in the other major
industrialized countries.

The market shares discussed here include the bulk of
the world's trade of high-technology products. However,
these data omit those "newly industrialized countries"
(NIC's)e.g., Taiwan, Singapore, South Korea, Brazil,
and Mexicothat are increasingly active in this area. For
example, U.S. imports from the East Asian NIC's in-
creased by more than 115 percent in real terms between
1980 and 1986, during a period when total U.S. imports of
high-technology products from all countries grew by
about 100 percent. In 1986, the East Asian NIC's ac-
counted for about 18 percent of U.S. imports of these
products, making these countries key participants in at
least the U.S. high-technology markets.' (See appendix
table 7-11.)

In the earlier discussion of trade in high-technology
products as a channel for the international diffusion of
technology, three high-technology product groupsair-
craft and parts, communications equipment and elec-
tronic components, and office and computing ma-
chineswere identified as being both intensively ex-
ported and intensive in their performance and use of
applied research and development. U.S. exporters have
had mixed success in defending their market shares in
these three product grouns. While the U.S. share of the
high-technology product markets as a whole was about
the same in 1984 as in 1975, it increased in the communi-
cations equipment and electronic components and office
and computing machines groups. but fell sharply in the
aircraft and parts group. (See figure 7-9.) The latter de-
cline probably largely reflects competition from the West-
ern European Airbus commercial transports, while the
other two product groups demonstrate U.S. strength in
computers and microelectronics.

It is in these two groups, and in high-technology prod-
ucts as a whole, that the Japanese challenge is man-
ifested. Japan maintains the largest market share in com-
munications equipment and electronic components
(which includes radio and television equipment, as well
as more sophisticated electronic circuitry). It also in-
creased its share of office machines and computers ex-
ports from 11 percent in 1975, less than either West
Germany or the United Kingdom, to almost 18 percent in
1982; this made Japan the second-leading computer ex-
porter in the world.

These data provide little evidence of a generalized loss
of U.S. technological leadership to any particular coun-
try. Instead, the loss of U.S. trade competitiveness in
individual areas is caused by the appearance of strong
rivalsWestern Europe in the are _raft industry and Japan
in electronics. There has also been a shift of markets from
the U.S. to producers from the NIC's, presumably be-
cause an aging technological base opens a competitive
advantage for low-cost operations. However, nowhere is
there a clear loss of U.S. technological leadership, rather,

"See U S Department of C munerce (1986b), and hman, Quhl, and
Sandberg (1986).
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Figure 7-9.
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it appears that the compVtitiOn is catching up, Moremer,
the race for nett technologies is being run taster than e( rl
before.

Direct Investment and Firm Competitiveness
Ideally, to a nalvie firm competitiveness, the prof -

itablhly U.S. firms engaged in international dire(t
investment would be examined in conjunction with in-
vestment levels or total sales 1w overseas subsidiaries. In
the absence of data on the profitability of direct invest-
ment, however, such analysis is limited to comparing
levels of activity related to direct investment. Assuming
that, overall, such activity meets minimum profitability
criteria (otherwise it would not be undertaken), com-
parisons of direct investments undertaken by nationals of
different countries can help to identify investment
changes resulting from firms' competitive positions
rather than from broader changes in the international
environment.

I he U.S. direct investment position abroad in man-
ufacturing industries grew steadily until the mid-1970's,
and has declined in real term- since 1980. (See figure 7 -I.)
A similar pattern is appal( for the United States with
regard to direct investment overseas in ail industries:" in
1984, the U.S. position had fallen by $30 billion (at 1982
prices) since 1981. During the same period, however, the
dire(' ikwestment position:, of most of the other major
investing countries had increased substantially; so that
direct investment throughout the world had increased at
an average rate of about 3.4 percent per Year (after infla-
tion) since 1973. (See figure 7-10 and appendix table
7-13.) The increase in holdings is broadly based; more-
over, of the countries for which data are separately avail-
able, only firms based in Switzerland have decreased
their holdings.

The stock of inc t rnational direct investment held by
developed countries other than the United States in-
creased by about $75 billion between 1980 and 1984.
During the same period, foreign direct investments in
the U.S. from other developed countries increased by
about $70 billiop. As the growth in direct investment
holdings by firms based outside the United States has
taken place almost entirely within the United States, it is
possible that U.S. firms are suffe4r g from a climate un-
favorable to international direct .,7estment. There also
may be conditions that are partiet.:arly unfavorable to
U.S.-based direct investment, or there may be slippage in
the technological competitiveness of U.S. firms. While
nontechnological conditions for international direct in-
vestment cannot be delineated here, the importance of
foreign markets to U.S. firms suggests the relevance of
the question to U.S. science and engineering policy.

Does the weakening of the U.S. position in interna-
tional direct investment indicate a weakening of our tech-
nological competitiveness, or simply a shrinkage of the
channels for international marketing of innovations? lb
determine this, it is usefel to examine the direct invest-

"Data on the position 1n ma nu are not available for countries
other than the United States.



1973

1978

1981

1984

Figure 7-10.

Value of international direct investment holdings,
by ownership of investments

(Billions 1982 dollars')

0 100 200 300 400 500

United Other major
States investors, Other countries

600 700

'GNP Implicit price deflators use(, to convert current to constant dollars

"'other major investors" Includes, Uni,ed Kingdom, ',Nag C.,-many, Japan. Switzerland.
the Netherlands. Canada, and France.

See appendix table 713 Science & Engineering Indicators 1987

men t experiences of some of the United States most
significant technological competitors.

The share of all internationro direct investment hold-
ings owned by U.S. residents fell from 48 percent in 1973
to 34 percent in 1984; most of this reduction occurred
between 1981 and 1984. (See figure 7-11.) The U.K. share
was more or less constant, while residents of West Ger-
many increased their share of all holdings from 6 to 9
Percent. Japanese holdings grew from 5 to 8 percent, and
the shares accounted for by smaller investors rose from
10 to 14 percent.

lb some extent, the sharp decline in the U.S. position
since 1981 reflects changes in the dollar value of U.S.
holdings overseas. Such holdings generally fall when
exchange rates climb, as they did during the period in
question . iowever, the decline in the U.S. share dates
from before the recent period of a very strong dollar,
suggesting that other factors besides exchange rates were
present.

In particular, since about one-half of the reduced U.S.
share was taken up by the two countriesJapan and
West Germanythat are widely assumed to be the
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strongest technological competitors to the United States,
there is reason to conclude that reduced firm competi-
tiveness has contributed to the reduced U.S. presence.

If direct investment positions somewhat reflect the
technological positions of a country's firms in the interna-
tional marketplace, then the substantial growth in direct
investment coming from the "other countries" (i.e., those
outside the industrialized countries of the OECD) may
indicate a broadbased diffusion of technological prowess.
This diffusion foreshadows heightened competition in
all markets in which U.S. firms operate.

Figure 7-11.
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Chapter 8
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Science and Technology



Public Attitudes Toward Science and Technology

HIGHLIGHTS

A sumey of the adult public in 1985 found that 21 percent are
"attentive" to scime and technology (SIT), as defined by
their knowledge, interest, and information consump-
tion. This is about twice as many as in the late 1950's.
Higher levels of education are the most distinguishing
feature of attentive people. In nearly every case, their
attitudes toward science and technology are more
favorable than the attitudes of others. (See p. 142.)
hi spite of these levels of allmtiveness, few Americans have
much understanding of science and technology, as revealed
by their understandirq, of technical terms and their
ability to explain how a familiar technologythe tele-
phoneworks. (See p. 143.)

Americans are dissatisfied with the teaching of mime and
matimmatics in their schools, and wish to see it inipwevd. On
the other hand, Japanese adults in a 1987 survey ex-
pressed a fair level of satisfaction with their science and
mathematics education, but doubted that Japanese ed-
ucation is nurturing the individualism and creativity
that scientists need. (See pp. 14:A45.)

The public overwhelmingly believes that science and fah-
nology have brought more benefits than harmful results.
However, the number who consider the harmful re-
sults greater has increased gradually since 1979. The
areas in which science and technology are seen to be
most beneficial are mainly medical, technical, and eco-
nomic Far fewer persons believe that science and tech-
nology have benefited world peace or moral values.
The Japanese agree about the relative benefits of sci-
ence and technology in some of these areas, but on the
whole their assessment is more negative. (See
pp. 147-148.)

The public expects significant outcome's from science and
technology in the next 25 years or so. On the positive side,
about one-half think it is very likely that cures will be
found for cancer and AIDS. There is little expectation
of an accidental release of a genetically engineered
microbe. On the negative side, more than 40 percent
believe there will be another nuclear plant accident like
that at Three Mile Island and an accidental release of a
toxic chemical that will kill many people. The Japanese
public's expectation of positive results is very similar to
that of the American public. (See pp. 148-150.)

Americans are optimistic about the effect of science and tech-
nology on their jobs The Japanese and, especially, the
Americans agree that science and technology have im-
proved general working conditions. While most
Americans also agree that science and technology will
make work more interesting in the future, the Jap-
anese are almost evenly split on this. (See p. 150.)

Americans are optimistic about the effects 01 anion:thou and
the need for it. The Americans and Japanese largely
agree that automation leads to a loss of some lobs. l3y a
small margin, however, Americans believe that the net
effect of computers and automation is to increase em-
ployment. The Japanese disagree strongly. The Jap-
anese andespeciallythe American publics believe
that factory automation is necessary to meet foreign
competition. (See pp. 150-152.)

Scientists gener" an' !uglily regarded by the public. For
many years, lave ranked second only to doctors
on a list of pr, sionals in whom the American public
has confidence. The American, Japanese, Inca French
publics agree that scientists work for the good of hu-
manity. On the other hand, the Americans and the
French but not the Japaneseagree that scientists
have a power that makes them dangerous. (See
pp. 152-153.)

Americans hold nmny ideas that are outside the scientific
mainstream. Large minorities (between 40 and 50 per-
cent) believe in lucky -umbers and unidentified flying
objects (MI), and that rocket launches have affected
the weather. Similar numbers doubt that humans
evolved from other animal species. People attentive to
science and technolog:, accept UFO's more often than
others do. About one-quarter of Americans with grad-
uate degrees believe space activities have affected the
weather, believe in lucky numbers, and do not believe
in evolution. Japanese attitudes are similar on many of
these questions, except for the wider acceptance of
evolution by the Japanese. (See pp. 153-155.)

About 8 percent of the American publicsa; they act on
the basis of th..r astrological forecasts. Support for
astrology is strongest among women, the your ;tat
and oldest age groups, rind those with the least educa-
tion. These groups are generally theones most likely to
take views opposed in some way to science and tech-
nology. (See pp. 155-156.)

Americans believe !heir country is leading the rest of the
world, except for /apan, in science and technology. In basic
science, they believe the United States is ahead of West
Germany, Britain, France, and (less clearly) the Soviet
Union. By a narrow margin, the United States is col-
sidered aheau of Japan. With respect to military tech-
nology, the United States is considered to lead all these
countries, but by a relatively narrow margin in the case
of the Soviet Union. Howet er, in civilian or industrial
technology Americans believe japan is definitely
ahead, while the United States leads the oilier coun-
tries. (See pp. 157-158.)
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I he Japanese believe the United States lord:. In all wok., but
place themselves ahead of the other four countries. In
basic ocience and technology andto a lesser degree
in technology related to everyday ht mg, the) consider
the United States to be clear!) ahead o; them. In indus-
trial technology, they consider the United States to be
ahead, but by a very small margin. (Sec p. 158.)

The public Mimes that science and tecinwlogy are long-range
investments. About 80 percent believe that the govern-
ment should support scientific research even when it
brings no immediate benefits. (See p. 158.)

The public willmg :o allow' /eN:11/1./1 it) S o foram d in many
areas of interest to nonscientist;'. This includes medical
research involving animals. Support is weaker for re-
search that might lead to new life forms, and there is
clear opposition to research designed to lead to new
biological or chemical weapons. In those areas where
comparison is possible, the Japanese are much more
reluctant about allowing research to be pursued. (See
pp. 158-160.)

American are gene, ally satisfied with the level of gov-
ernment regulation regarding food additives, atomic
power plant construction, pharmaceutical manufac-
ture, genetic engineering research, and basic research.
Except for basic research, the Japanese wish to see
more regulation of all of these, especially food ad-
ditives. (See pp. 160-161.)

In terms of benefits and costs (or riAs), the public narrowly is
err favor of the :Tate progranienetit engineering, and
nuclear power. About one-half the public favors each
one, but there are corresponding minorities of 40-45
percent in opposition. People attentive to science and
technology support the space program and genetic
engineering research more than the broad public does.
In the case of nuclear power, however, "attenti CS' are
about evenly split for and against. (See pp. 161-162.)

Science and technology deeplt (Meet the public
through such (let elopments as personal corn putei 5, MI-
dear pow, r, and the space shuttle pogrom. Pol-
k makers must know both if the public uncle' stands and
accepts these developments, and exactly what the public
know s and behet es about science and teehnolog) tin

general. 1 his chapter and updates cailiei St 1
etn.e indiallOrS explorations of such questions. It also intro-
duces some subjects not treated before, such as public
acceptance of scientific conclusions, the public's view of
the limits of science, and the effect of major technological
accidents on attitudes toward science and technology

Must of this material is L.ken from a national stir\ et of
adults performed for this report in Not ember and De-
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the Spain ShUttle Challenger at tide!!! did not diminish pub
he jot the spate shuttle popgun. In February 1986,
immediately after the accident, only a minority
thought the explosion was a major setback for the
shuttle program. One-half were willing to increase
Federal funding for the prowam if that were needed to
get it back on schedule. Nearly everyone believed that
manned flights would be resumed and that the shuttle
is still an outstanding example of American tech-
nology. In June 1986, after the Rogers Commission
report, there was more acknowledgment of a major
setback and of major design flaws in the shuttle. Sup-
port for the program remained high, however. (See
pp. 162-163.)

The accident at the Soviet nuclear power plant at Chernobyl
provoked general concerns about nuclear power: In June
1986, about a month after the accident, Americans
blamed the accident on design errors and operator/
manager errors. More than 90 percent stated that there
are still major unanswered questions about the safety
of nuclear power plants in all countries, and a small
majority thought that the risk involved in generating
nuclear power should block the construction of new
nuclear plants. Still, a small majority believed that the
world will primarily depend on nuclear sources of
energy 50 years from now, and a large majority be-
lieved that science and technology will provide a long-
term solution to the energy problem. (See pp. 164-165.)

The Challenger and Chernobyl accidents did not erode gener-
al tonfidente in science and technology. Immediately after
the Space Shuttle Challenger accident, public support
for the space program increased. Most measures of
general public support for science and technology
went up. By June 1986, support was still higher than
before the accident. The Chernobyl accident did not
noticeably affect the public's perception of the risk!
benefit balance of nuclear power. (See pp. 163-165.)

,eni LILT 1985.' Supplementart sun cl s acre done in Jan-
uar -Febioan 1986 and )une-lui) 1986, mainl) to meas-
ure the effects on the public of the technological accidents
involving the Challenger Space Shuttle and the Cher-
nobyl nuclear reactor.

Fur the first tulle, this chapter also presents an exten-
SI% e amount of data from surtets performed in other

'Ili November and !kit inber, 1981, a mitItMal sample of 2,001 adults
ttas in ter% Ivo ed bt ,lephone !rum the (\MIK Opinion Laboraiory ai
Non hern Ilhnrn. Linn ersil% 1 his was 80.2 pen on 01 the ongmal sane
pie of 2,701 thigh a sample 01 this V. results are uncertain by 3
pen IVY-, ai the 9t-pertelit tunitdcut t It tt l V1,4111 subsamples, the

tinter-Moat till Is Arualk r I or moo 11'1,4116'110n, ,4 Milk( (1958).



countries. In particular, a major survey was performed in
Japan in March 1987 using many of the questions in the
1985 U.S. survey.= Data from this study provide an un-
paralleled opportunity to compare public attitudes in the
two countries on many important aspects of science and
technology policy. At the same time, it should be recog-
nized that the comparison of survey data obtained in
widely different cultures using quite different languages
presents problc ins of method that have only begun to be
addressed. Hence the conclusions drawn in this chapter
about attitudes in different countries should only be
taken as the hest information available at the present
time.

KNOWLEDGE, INTEREST, AND ATTENTIVENESS
REGARDING SCIENCE AND TECHNOLOGY

The public's ability to participate effectively in science-
and technology-related public issues depends on having
a certain level of relevant knowledge and interest. Efforts
have been made to measure and report on such knowl-
edge and interest regarding both particular issues and
science and technology in general.

Attentiveness to Science and Technology
In this chapter (as in previous Science Indicators re-

ports), distinctions are made among that portion of the
public "attentive" to science and technology, an "inter-
ested" or "potentially attentive" group, and the re-
mainder of the public. These three groups were identi-
fied by asking all respondents a set of questions about
their knowledge of science and technology, their interest
in science and technology, and their habits of information
acquisition. Those who scored high on all threemeasures
were considered to be attentive.' These are the members
of the public most likely to ,et involved when an issue
related to science and technology becomes a public con-
troversy. These persons may, for example, contact legis-
lators or opinion leaders or write letters to newspaper
and magazine editors. The attitudes of this group of
citi zees are of special importance not only because o;
their likely participation, but also because they have pre-

2The survey was sponsored by the Public Relations Office of the Prime
Minister's Secretariat. Personal interviewing was done in March 1987
with 2,334 respondents out or an original sample of 3,000, for a re-
sponse rate of 77.8 percent. For a complete report of this survey, see
Office of the Prime Minister of Japan, Public Relations Office (1984 This
report is being issued simultaneously with Saence & Engineenns
fors-1987, and is the source for all Japanese data discussed in this
chapter.

'Specifically, respondents were regarded as attentive it they reported
bung very interested and very well-informed about either new scien-
tific discoveries or the use of new inventions and technologies. In
addition, respondents had to have a pattern of sustained information
acquisition through the regular use of two or more news sources. Such
people are considered most likely to keep up with science- and tech-
nology-related issues. In measuring attentiveness, the respondents'
self-reported knowledge was used instead of testing their actual knowl-
edge Since attentiveness serves as an indicator of willingness to be-
come involved politically, self-rerceived knowledge is more important
for this purpose than actual knowledge. See Miller (1983a).

sumably thought more about the science- and tech-
nology-related issue than have other citizens, and there-
fore are more likely to express stable attitudes in which
they have confidence when asked questions about sci-
ence and technology.

A second group of respondents is defined as interested
rather than attentive because it meets the interest con-
dition but not the knowledge and information acquisition
conditions for being recognized as attentive. Members of
this group are considered potentially attentive because
they presumably would be willing to acquire information
and become attentive under certain conditions.' This is
thus an especially suitable group to which to address
science and technology information programs.

The third group, the remaining public, is the group most
likely to report opinions that are easily changed and that
these respondents themselves do not consider well
grounded. However, this group's views about science
and technology are also importantnot only because
this group is so large, but also because under special
circumstances its members too may be stirred into action
by some situation that affects them directly.

Science and technology is only one of the many fields
to which an intelligent and busy person can pay atten-
tion. This model therefore does not imply that everyone
c ught to be attentive to science and technology, that there
is something wrong with not being attentive, or that the
professional community should address itself to onk one
group. Rather, this way of dividing the public ider dies
three groups with different information needs; groups
whose expressed attitudes are often different. In this
chapter, the responses of all three groups frequently will
be presented so that their attitudes can be compared.

About 20 percent of the U.S. adult public qualifies as
attentive to science and technology. (See table 8-L) While
the level of attentiveness has fluctuated around this fig-
ure since 1979, it was only one-half this high in 1957. This
suggests a continuing growth in the public's awareness of
science and technology. College students, who were sep-
arately surveyed, also showed high levels of atten-
tiveness; in 1983, 25 percent were attentive. In 1985, both
the college students and the broader adult group showed
unexplained drops in attentiveness from their 1983
levels.'

Citizens attentive to science and technology are found
in all demographic group$ There is no significant dif-
ference in the attentiveness of different age groups. Men,
however, are more likely to be attentive than are women.
(See appendix table 8-1.) The most significant predictor
of attentiveness to science and technology is education.
Science and technology appear to require higher levels of
education for people to feel comfortable and informed
about them. College students in 1985 showed slightly
lower levels of attentiveness and interest than the corre-
sponding portion of the adult public, those with only a
high school education.

'For more information on this model, see Miller (1983a).
'For a study of college student attitudes toward science and tech-

nology and other subjects in 1985, see Miller (198
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Table 8-1. Percent of American public attentive' to and interested in science
and technology

Adults College students

1957 1979 1981 1983 1985 1983 1985

Attentive 10 19 20 24 21 25 16

interested 12 21 19 28 26 22 23

N = 1,919 1,635 3,195 1,630 2,005 2,011 2,373

' Interested in and informed about science and technology. and regularly acquiring information.

Note: N in each case is the number of respondents.

See appendix table 8-1. See also Miller (1986).

Knowledge of Scientific and Technical Terms
Part of the public's scientific and technological sophis-

tication is its ability to recognize and understand certain
ST1' terms. Respondents were given a list of five science-
and technology-related terms that someone might en-
counter through newspapers, magazines, or television,
and were asked if they had a "clear understanding," a
"general sense," or "little understanding" of these terms.
(See table 8-2.) The terms chosen were relatively familiar
ones and together covered a broad range of fields. Al-
most 30 percent reported that they had a clear under-
standing of what "radiation" is and what a "molecule" is.
Most respondents reported little understanding of
"DNA" or "GNP" and one-half had little understanding
of "computer software." The highest levels reporting a
clear understanding of these items were among atten-
tives' and, correspondingly, among males and those
with higher levels of education.

Another dimension of scientific knowledge is having
some conception of how science and technology work.
Respondents thus were asked what it means to study
something scientifically. (See table 8-2.) This is a point
that may come up when commercial advertising suggests
that some product has been tested scientifically, or when
results are published from a new study of the effect of
diet on susceptibility to a disease. Even among the atten-
tive public, only a minority report at dear understanding
of what scientific study is. About one-half report that
they have a general sense of what it is.-

There was no similar question by which to gauge gen-
eral comprehension of technology. Instead a very Lom-
mon technologythe telephonewas selected, and re-
spondents were asked whether they understood its
operation. Only 1 in 12 Americans claims to have a dear
understanding of how a telephone works. (See table 8-2.)
About one-hall of the public claims a general sense of
how telephones work, while one-third claims little un-
derstanding. Appendix table 8-2 shows the response of
different demographic groups.

It should be noted that tit st., item, art, part ot the kuu, lt .4,,t can
damn that enters into the kik inutuon ol altenta%tqw,,

'Miller (1988).
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lb determine the accuracy of this self-reported level of
understanding, respondents were sometimes asked to
state in their own words what they understood by a
particular item? There were far fewer who actually un-
derstood the items than had previously claimed a clear
understanding of them. (See table 8-3.) Attentives did
better than others, but still did not show high levels of
understanding. Demographic differences are shown in
appendix table 8-3. Correct responses are strongly re-
lated to higher levels of education. While only a small
minority answered it correctly, the question about tele-
phones brings out the strongest difference between the
sexes and among age groups;' the question about scien-
tific study shows no differences with respect to sex.

The Japanese survey also asked whether respondents
understood certain terms, but did not attempt to test the
reported understanding. Three of the termsGNP, com-
puter software, and DNAwere the same as those used
in the U.S. survey. While absolute numbers in the two
surveys cannot be compared on this question, it is note-
worthy that the Japanese responses on these three terms
fell in the same order as did the American responses,
with GNP being most familiar to both Japanese and
American respondents and DNA least familiar. (See table
8-2 and appendi" table 8-4.)

Attitudes Toward Science and Engineering Education

The public expresses widespread dissatisfaction re-
garding the teaching of science and mathematics in
American schools. (See table 8-4.) Correspondingly,
there is a w. ish to sec science, and especially- mathematics,
taught in every year of high school."'

The American question was worded in negative terms
("The quality of science and mathematics education in
American schools is inadequate") and ex oked a high level
of negative sentiment about American education. Jap-
anese respondents were asked a slightly different ques-

-rh, question was not asked 01 those tvho had '.aid they had little
understanding 01 the item.

lere and elsewhere in this chapter, varying responses among age
groups stem to bt dm. hi dilate Int', ui l'llilldt1111. 41, h fits nut
'ATM till ttphun MULII ul the it'Sponse. Svc Miller (1988)

'Sec also Chapter "Precollege `It [once and mathematics lalut alum."
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Table 8-2. Reported understanding of various aspects of science and
technology, by attentiveness: 1985

Aspect
Total
public

Attentive
public

Interested
public

Remaining
public

Percent claiming clear understanding

Radiation 29 45 31 21
Molecule 27 45 33 18
GNP 23 41 24 16
Computer software 20 34 20 15
DNA 14 24 16 9
Scientific study 29 42 31 24
How a telephone works 18 24 20 14

N = 2,005 417 517 1,071

"Radiation: When you read or hear the term 'radiation'; do you have a clear understanding of what it means, a
general sense of what it means or little understanding of what it means?"

See appendix table 8-2. Science & Engineering Indicators-1987

Table 8-3. Actual understanding of various aspects of science and
technology, by attentiveness: 1985

Aspect
Total Attentive Interested Remaining
public public public public

Percent responding correctly'

Molecule 10 15 10 7
Scientific study 17. 16 12 12
How a telephone works 8 13 7 6

N = 2,005 417 517 1,071

in your own words, could you tell me what a molecule is?"

' Question was asked only of those who previously had stated they had either a -clear understanding' or a
"general sense" of this aspect. Percentages are based on total sample. Responses were coded at the Public
Opinion Laboratory, with tests of intercoder reliability.

See appendix tabia 8-3. Science & Engineering Indicators-1987

Table 8-4. Attitudes toward science and mathematics education 'i the United
States: 1985

Agree Disagree No opinion

Percent

The quality of science and mathematics education in 63 29 8
American schools is inadequate

Every high school student in the United States should be
required to take a science course every year

69 28 3

Every high school student in the United States should be
required to take a math course every year

87 12 1

SOURCE: Jon D.Miller (1988) Science & Engineering Indicators-1987

tion: whether the science and mathematics coursework in
their schools is serving the purpose of nurturing the
students' awareness of science. Forty-six percent of the
Japanese surveyed agreed, 35 percent disagreed, and 20
percent had no opinion.
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Many writers have suggested that Japan will not be
able to sustain its technological growth if it cannot create
its own basic scientific and technological kin., vledge--
knowledge that pre iously could be borrowed tRim other
countries. This will require a creativity and en-

1 c ;4- ii A:



Table 8-5. Reported use of public information sources: 1985

Source and frequency
(times per year)

Total
public

Attentive
public

Interested
public

Remaining
public

Watches science television:

Percent

Never 29 16 25 37

Occasionally 51 54 54 49

Regularly 20 31 21 15

Visits a public library:
None 33 22 29 39

One or two 16 17 18 14

Three or more 51 61 53 47

Visits a zoo or aquarium:
None 52 44 53 34

One or two 37 42 37 36

Three or more 11 14 10 10

Visits a science and technology or
natural history museum:

None 62 47 62 68

One or two 27 35 27 24

Three or more 11 18 11 8

Visits an art museum:
None 69 56 68 74

One or two 23 31 24 20

Three or more 8 13 9 6

Reads science magazines:
Never 84 68 84 90

Occasionally 6 7 9 4

Regularly 10 26 7 6

N = 2,005 417 517 1,071

SOURCE: Jon D. Miller (1988)

See appendix table 8-5.

trepreneurship that some allege does not exist in Japan.
Japanese respondents thus were also asked if "Compared
with other countries, Japan is very meager in training
individualists and creative scientist." This question too
was negatively worded, and it found 53 percent of re-
spondents agreeing (12 percent "completely agreed"), 27
percent disagreeing, and 19 percent uncertain Agree-
ment was highest among respondents with university
and college degrees.

PERSONAL ACTIVITIES INVOLVING SCIENCE
AND TECHNOLOGY

In spite of the limitations in the public's knowledge,
there still are various way in which many people deal
with science and technology on a daily basis in their
home life, their work, and even in their leisure-time
activities. Data are available for some of these activities,
and they help to show the extent to which various groups
within the public take advantage of the opportunity tc
learn about or use science and technology.
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Consumption of Information
Adult Americans report a moderately high level of

exposure to publicly available sources of science and
technology information. (See table 8-5.) All of the ac-
tivities listed for these sources are primarily leisure-time
activities, and can be arranged roughly in order of diffi-
culty. Thus, reading science magazines is the activity
with the fewest participants,' ' since special effort must be
made to acquire the magazines, and some level of sophis-
tication is required to read them. Most people, on We
°the, hand, can watch and enjoy an occasional National
Geographic Special very easily; therefore, there is a low
percentage of the public that does not watch science-

"The questions on science magazines and science television are not
strictly comparable with the others, since the It of responses is dif-
terent. I !mem, the numbers who never read m lence magazines or
watch suenLe television Ldfi be %.ompared with the Bombers o Ito di, the
other activities 0 times per year.



related television at all. In between are visits to zoos,
aquariums, and museums. Sonic effort is required to do
these things, butespecially in the case of zoos and
aquariumsthere is little that is difficult to understand.

To help interpret the frequency of ..:se for these infor-
mation sources, the frequency of use for two nonscien-
tific or general information sourcesart museums and
public librariesis also shown. Art museums are slightly
less popular than science and technology museums.
Public libraries, on the other hand, have the highest
number of users who visit three or more times per year.
Next to television, libraries are the most widely accessible
of the sources listed; they also provide the broadest range
of scientific and other information.

Predictably, attentives take part in these information
acquisition activities more than do other members of the
public)2 Substantial differences between the attentive
public amd the remaining public also exist for watching
science television and visiting science and technology
museums. Attentives are also heavier users of public
libraries and art museums. This suggests that attentives
are heavier users of information and culture sources in
general, apparently because of their higher level of
education.

If one looks at demographic characteristics, these pat-
terns of use of information sources are more understand-
able. (See appendix table 8-5.) Attendance at museums,
zoos, and aquariums seems to decrease sharply with
increasing age; clearly, these are avenues more suitable
for imparting information to younger adults. Since many
adults visit such places mainly to bring their young chil-
dren, this may help to explain the lower attendance by
older adults. Magazine use decreases at both ends of the
age spectrum, while use of science-related television in-
creases with age. Education is a strong influence on the
level of use of any type of information source. Since the
average educational level is lower for the youngest and
the oldest Americans, education may help to explain
these differences in participation by age.

Another major source of information is newspapers.
There has been considerable expansion in the number of
weekly science sections appearing in American news-
papers, particularly from 1984 to 1986. (See figure 8-1.)
While many of these sections are exclusively devoted to
health and fitness, there also has been a considerable
growth in science sections presenting a broader range of
materials. This implies a growing public interest in scien-
tific subjects of all kinds and an increasing public con-
sumption of such information, in part because more and
more consumer goods are products of science and tech-
nology. This interest is further evidenced by the fact that
there were about 81 daily newspapers with a science page
in early 1987)3

Use of Computers

The computera technolczical product that many
Americans have learned to use in recent yearsis an

'21n the case of reading science map/Ines this is expected, since
reading such magazines enters into the definition of attentiveness.

"Science (1987), p. 429.
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Figure 8-1.

Weekly science and health sections in
U.S. daily newspapers

See appendix table 8-6. Science & Engineering indicators 1987

especially interesting illustration of the growing effect of
science and technology on the public. Many commercial
products, from toys to automobiles, contain built-in com-
puters. Business use of computers has been developing
over several decades and is now It% .despread. About one-
quarter of adults reported that they use computers at
work. (See table 8-6.) (Since no specific kind of computer
was mentioned, respondents presumably were referring
to a broad range of devices such as computerized cash
registers and word processors in addition to more con-
ventional computers.") Those who do use computers at
work spend the equivalent of almost 2 working days per
week at their terminals on average. While attentives are
more likely to use computers at work than others are,
those who have computers at work use them about as
much whether they are attentives or not.

Home computers have been common for a shorter time
and are not as widespread. Still, 15 percent of Americans
report having a computer in their homes, up from 9
percent in 1983 Home computers are used fewer hours
per week than are business computers. (See table 8-6.)

"The estimated level of computer use at work varies widely from one
survey to another, probably because of the wide variety of devices that
can he considered computers. A survey of computer use in industrial
R&D organizations in 1984 found that an average of 42 percent of
scientists and engineers in those organizations use them. Forty-two
percent of senior managers had their own terminals, while fewer lower-
level managers did. See Rossini and Porter (1985).

(1983b). Another study found that 13 percent of adults, 26
percent of children aged 12-17, 22 percent of those 6-11, and 17percent
of those 2-5 had access to a home computer in 1985. See Ancarrow
(1987), table 1. For more information, also see chapter 1, "Precollege
Science and Mathematics Education."



Table 8-6. Reported use of a computer at work and at home: 1985

Activity
Total
public

Attentive
public

Interested
public

Remaining
public

Use computer at work and at home
(percent) 6 12 5 4

Average hours per week at work 13.9 12.7 14.6 14.9

Average hours per week at home 5.1 5.3 4.7 5.1

Use computer at work only (percent) 19 23 22 16

Average hours per week at work 14.8 15.3 14.5 14.7

Use computer at home only (percent) 9 11 8 9

Average hours per week at home 1.8 1.8 3.0 1.2

Do not use computer (percent) 66 54 65 71

N = 2,005 417 517 1,071

'Do you presently own a home computer?"

"Do you use a computer in your work?"

See appendix table 8-7.

Owners of home computers spend more time on them if
they also have computers at work. Attentives show high-
er levels of home computer ownership than the rest of the
public. However, the group which has only home com-
puters and which uses them the most are not attentives,
but the interested public.

In demographic terms, computer use is positively as-
sociated with higher levels of education. (See appendix
table 8-7.) Interestingly, however, graduates of associate's
degree programs have an especially high level of home
computer use. Many of these people are technicians,
computer operators, or computer programmers. Home
computers are most frequently found in the 35-44 age
group, while younger people are generally more likely to
use a computer at work.

The Japanese respondents were also asked about their
use of computers. While about 25 percent of Americans
reported using a computer at work, only 12 percent of
Japanese did so. This appears to be a significant dif-
ference.'" In the case of managerial and professional
workers, 51 percent reported using computers at work
Among clerical and service workers this figure %vas 42
percent. Nine percent of the Japanese respondents re-
ported owning home computers, the comparable figure
for Americans was about 12 percent.'"

'There are some differences in the definition of a k murder for
example, the Japanese survey excluded word processors, and the
American surveyin the case of home computersexcluded those
primarily used tor entertainment. The 1985 British stint)), tound that o
percent of respondents used tt petc niers c%ith an dear-unit incruor,
percent used computer-Lontrollecl machine tools, 8 percent USIA] ll11
puler -aided design/computer-aided manufacturing (CAD/CAM)
equipment, and 13 percent used other computers or terminals at work,
al school, or at college. See Market & Opinion Research International
Limited (MORI) (1985), p. 11.

This number omits the American home computers that are pri-
marily used for word processing, in order to better match the Japanese
definition oI computers, In Great Britain, 18 percent reported using a
home computer in 1985, See MORI (1985), p. 22.

147

Science & Engineering Indicator3-1987

PERCEIVED RESULTS OF SCIENCE AND
TECHNOLOGY

The public has various opportunities to think about
scientific and technological developments and to judge
how these developments are related to their own lives.
Television broadcasts and newspaper articles announce
new discoveries; the present and potential impacts of
these discoveries on society are discussed and explored
in magazine articles, sermons, personal conversations,
and in many other ways. It is thus of interest to ask what
judgments the public has formed about the advantages
and disadvantages of science and technology, and about
the changes they are likely tar bring in the future. More
specifically, since science and technology are known to
have significant impacts on the content of work and
levels of employment, it is of special interest to gauge the
public's feelings about these impacts.

Benefits versus Harms from Scientific Research

The public overwhelmingly believes that scientific re-
search has brought more benefits than harms. (See table
8-7.) Only 19 percent believe the harms exceed the bene-
fit:. This is up Crum 11 percent in 1979, and 14 percent in
1981,1" however, indicating some growth in the negative
perception of science and technology over the last several
years. Those with a college education are most likely to
say that the benefits substantially exceed the harms; cor-
respondingly, those who consider harms greater than
benefits tend to have lower levels of education. (See
appendix table 8-8.) There is also a discernible gender
difference, wi more men than women mainhining
the benefits arc substantially grunter than the harms. '
55- percent majority attentives agree that the benefits

"See National Science Board (1981), p. 161, and National Science
Board (1983), p. 1-17. Data IROM other tears an shocc n in National
Science 13oard (1985), p. 11.3 I het arc nut comparablv ccith the data
shoccn 111.1V 1)11.41UNC the ill1041011 .151.1.d 111 tlh'St ttatrs oltcrn d three
possible answers, rather than twt as here.



Table 8-7. Public assessment of beneficial versus
harmful results of scientific research

Assessment 1979 1981 1985

Percent

Balance strongly favors beneficial
results 46 46 44

Balance only slightly favors
beneficial results 24 28 24

About equal' 13 11 4
Balance only slightly favors harmful

results 7 10 13
Balance strongly favors harmful

results 4 4 6
Don't know 6 1 8

N= 1,635 1,540 2,005

"People have frequently noteu that scientific research has produced both
beneficial and harmful consequences Would you say that. on balance, the
benefits of scientific research have outweighed the harmful results, or that
the harmful results of scientific research have outweighed its benefits?"

Volunteered by respondent.

See appendix table 8-8. Science & Engineering Indicators-1987

are substantially greater than the harms. Fewer members
of the interested public believe this, and still fewer mem-
bers of the remaining public, but this view is still the one
expressed most frequently by all three groups.

In Japan, the 1987 survey included the question "Sci-
ence and technology have both their pluses and minuses,
but from your standpoint which do you think are great-
er?" Fifty-four percent thought the pluses were greater, 8
percent thought the minuses were greater, and 29 per-
cent considered them equal (9 percent had no opinion).
Though the questions were not quite the same, it is
notable that the balance of positive over negative re-
sponses was greater in Japan than in the United States (cf.
table 8-7).19

These responses can be understood better by examin-
ing the individual areas of life that research is thought to
have hurt or benefited. Science and technology are
thought to have been especially beneficial in tech-
nological and economic areas, namely the standard of
living, public health, and working conditions. (See table
8-8 ) On the other hand, large minorities fees that science
and technology have had negative effects on world peace
and, especially, on moral values. Thus, cultural and mih-

negatively than are economic and health aspects. The
individual's enjoyment of life involves both economic and

tary aspects of science and technology are viewed more

more personal considerations, thus, the "positive effect"
responses in this case fall between those received for the

'The 1985 British survey asked "Some people believe that man has
gone too far in tampering with nature through scientific enquire Oth-
ers say this kind of scientilic enquiry has brought great benefits to man
and should be encouraged Which conies closest to your own n ieiv
Thirty percent replied that science has gone too far, 53 percent that it has
brought great benefits, 10 percent said "neither," and 7 percent replied
"don't know" While the wording may have encouraged negative h.-
cponses, there was a preponderant support for ',dente See MOM
(1985).
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technological-economic items and the personal and so-
cial items.

Four of these effects were also explored ; the Japanese
survey.' In general, the Japanese much .c frequently
answered "don't know" or "neither" when asked about
the effects of science and technology in these areas. (See
table 8-8.) A high frequency of "don't know" or neutral
responses is commonly observed in Japanese opinion
surveys, and seems to be a cultural characteristic!' This
should be taken into account when interpreting all sur-
vey data involving Japan and other countries. While Jap-
anese respondents in this survey agreed with Americans
that the most positive effect of science and technology
has been on the standard of living, they were muci. less
willing than Americans to accept the idea that science
and technology have improved working conditions.
Moreover, the Japanese were even less inclined than
Americans to accept that science and technology improve
morality."

Another view of the public's perception of benefits and
risks is obtained by looking at the responses to the same
question in a variety of countries. (See figure 0-33 in
Overview.) In 1981, a coordinated set of surveys was
done in 17 countries asking whether scientific advances
will help or harm mankind in the long run." Among the
industrialized countries, the United States showed the
highest level of positive response. British, Spanish, Ca-
nadian, and Australian respondents also gave a high
proportion of positive replies. The Netherlands was the
only country giving more negative than positive replies.
In Japanand to a lesser extent in Belgium, Denmark,
and West Germanymany respondents were unwilling
to say that mankind will be either helped or hurt, opting
instead for the answer "both." (See appendix table 8-9.) In
the case of Japan, this may again reflect the general
tendency to give neutral responses. The effects these
opinions have had on public science and technology
policies in these countries would make a useful subject
for further study.

Expectation of Future Scientific and Technological
Developments

Respondents were also asked how likely they thought
it is that science and technology will produce certain

'The Japanese question fvas "Do you think that the tollow ung laihirS
have been bettered or 1%01.st:fled bn scientific and technological de-
velopments' Or do you think they ha% e been unchanged ?" The U.S.
question was "Now, I want to read you a short list of areas and for each
one, please tell me it you think that science -nd technology have had a
positive elicit, a negative elicit, or neither kind of

"See Kuroda, !Myosin, and Suzuki (198W.
"In 1982, 17 percent of respondents to a French survey said that

scientific and technological development have had more favorable
effects on the moral sense, 42 percent said the effects were more un-
favorable, and 24 percent said neither. See Bon and Boy (1984b), p. 47.
This attitude appears closer to the American than to the Japanese
response.

"For the entire list of eountnes surveyed, see appendix table 8.9. i he
Canadian part of the survey ivas dewily done in 1982, while the
Kuivaiti, Lebanese, and Australian ports were done in 1983. since year-
to-year changes tend not to be large, the opinions shine n for these years
should be close to current opinions. Because of ditterenees in question
wording and survey adnnnistiatiOn, the data shown for the United
States on figure 8-2 are not stilt tin t um pa Table ts ith those shocvn for the
United States in 1981 on table 8-7.

i



Table 8-8. Impact of science and technology on other areas of life:
American, Japanese, and French responses

Area and country
Positive
effect Neither

Negative
effect

Don't
know

Our standard of living:
United States
Japan
France

The public health:

Percent

84
73
79

6 8
18 3
10 7

2
5

5

United States 83 4 12 2

Japan NA NA NA NA

France 77 7 13 3

General working conditions:
United States 79 8 11 2

Japan 40 29 21 11

France 76 6 13 4

The individual's enjoyment of life:
United States 69 12 15 4

Japan 46 35 8 12

France' 59 12 21 8

World peace:
United States 42 18 23 7

Japan NA NA NA NA

France 23 23 41 14

People's moral values:
United States 25 28 41 6

Japan 5 38 42 15

France 17 24 42 18

In France, the item was "the structure of daily life

Note: N = 2,005 (United States, 1985)
N = 2,334 (Japan, 1987)
N 1,515 (France, 1982)

SOURCES: Japan: Office of the Prime Minister of Japan (1988); United States. Jon D. Miller (1988); France.
Frederick Bon and Daniel Boy (1984). Science & Engineering Indicators-1987

specific outcomes in the next 25 dears or so. It is LA ident
that the public expects continued medical developments.
about one-half of the public, thinks it very hktay that
cancer and AIDS will be curable in the next generation.
(See table 8-9.) A half of the public also thinks there will
be no wars in space in the next 25 years, and belief that
such a conflict is unlikely to occur actually rose signifi-
cantly from 1983 to 1985. On the other hand, nearly half
of the public considers such wars at least possible.

Large minorities consider it Nen, likely that there will
be an accidental release of a toxic chemical causing nu-
merous deaths and another nuclear accident such as the
one at Three Mile Island.'' This question was asked after

In the 1985 British survey, respondents were asked separately about
a list of things that will and u, out
and leihnolog), over the next Im sr. ptnynt bk lit %la
that problems associated vith nuclear waste %%II! be sok ed, "10 percent
thought they will not: 36 percent did not say either. Thirty -seven per-
cent said there will be a maim accident at a nuclear power station, 22
percent said there will nut, 41 percent said neither :lye MORI (19855,

149

the major chemical accident in Bhopal, India, but before
the nuclear accident in the Sov let Union at Chernot

Opinion is almost evenly split on the accidental release
of a genetically engineered microbe and on the items
related to space technology. While attentiv Cs are some-
what more optimistic about space-related and medical
achievements than is the rest of the public, in many areas
their expectations are virtually the Sallie as those held by
others. (See appendix table 8-10.) For example, there is no
significant difference between attentiv es and others in
their expectation of chemical and nuclear accidents.

-I he Japanese survey also included a question about
expectations for the next 25 y ears. (Sec appendix table
8-1 I.) The question included four possible outcomes that
were the same as outcomes listed in the U.S. survey. It is
notable that the Japanese ordered the likelihoods of these
four outcomes in just the way that the American respond-
ents did. The outcome considered most likely was a
cancer cure, followed by a cure for AIDS, a method for
processing atomic wastes, and a manned Mars landing.

i 5 I



Table 8-9. Public expectations concerning future outcomes

Outcome
Year

asked
Very
likely

Not at all
Possible likely

Don't
know N

A cure for he common forms of
Percent

cancer 1979 46 44 8 2 1,635
1983 57 36 6 1 1,630
1985 55 37 6 2 2,005

A cure for the disease AIDS 1985 49 38 9 4 2,005

Another nuclear power plant acci-
dent like Three Mile Island 1985 46 41 9 3 2,005

The accidental release in the
United States of a toxic chemi-
cal that will result in numerous
deaths 1985 42 42 12 4 2,005

A safe method for the long-term
storage or disposal of waste
, ducts from nuclear power

ats 1983 29 41 26 4 1,630
1985 36 42 18 4 2,005

The placement of a scientific or
mining colony on the moon 1985 32 39 25 4 2,005

The development of genetically
engineered bacteria to eat or
destroy toxic chemicals 1985 32 43 17 8 2,005

The landing of a manned mission
on Mars 1985 27 41 29 3 2,005

Th zscidental release of a genet-
ically engineered microbe into
the environment 1985 17 50 20 13 2,005

A war in space 1983 26 36 36 2 1,630
1985 12 34 50 4 2,005

"Do you think that it is very likely, possible but not too likely, or not at all likely that this result willoccur in the next 25
years?"

SOURCES; Miller, Prewitt. Pearson (1980); Miller (1982, 1984, 1988).

See appendix table 8-10. Science & Engineering Indicators-1987

Effect of Science and Technology on Work and
Employment Levels

Employment is one of the most personal effects that
science and technology has on tlw Ives of the public.
New technological developments have affected the way
in which work is done and the training needed for 1 given
job. In the aggregate, they help to determine how many
employees are needed in a given field and which are the
fields in which employment opportunities are available.
Concerns about the effects of "automation" and/or
"robots" on the nature and availability of work have been
expressed widely' in many countries for many years. Data
capturing these concerns are available for the United
States and japan. (See table 8-10.)

There seems to be agreement between the two coun-
tries that science and technology have improved working
conditions. (See table 8-10, question A.) This idea seems
to be more widely accepted in the United States. The
Japanese are optimistic about science and technology
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making work more interesting in the future, and Amer-
icans are more optimistic still. (See table 8-1G, question
B.)

More vital than the maim of work is whether one will
have a job at all. Respondents in the United States and
Japan agree that automation w ill lead to a loss of jobs. (See
tablP 8-11, question A.') On the other hand, Americans
are split on whether technological developments are a
main reason for high unemployment, with 48 percent
accepting this and 45 percent disagreeing.'

Although a is agreed that computers and automation
will eliminate some jobs, it is widely held that they create

In the U.S., the question was whether taitory automation will put
many hundreds of thousand., ut people out ut work in this wintry ui
the next 5 years The Japanest question was it robots and winputers
become widespread, many tens of thousands of people will lose their
jobs."

'Miller (1988).



Table 8-10. U.S. and Japanese attitudes about the effects of science and
technology on working conditions

Beneficial Neither Harmful Don't know

A. Effect science and technology have
had on general working conditions:

Percent

United States 79 8 11 2

Japan 40 29 21 11

B. Science and technology will make
work more interesting:

Agree Disagree Don't know

United States
Japan

71 24

47 37

Percent

5
17

Note: N (United States. 1985) = 2,005
N (Japan, 1987) = 2,334

SOURCES: United States: Miller (1988): Japan: Office of the Prime Minister of Japan (1988)

Science & Engineering Indicators-1987

Table 8-11. U.S. and Japanese attitudes about the effects of robots and
automation in employment

Country Agree Disagree Don't know

A. Automation will put many factory employees
out of work:

Percent

United States 73 25 3

Japan 63 27 10

B. Computers and automation will create more jobs
than they will eliminate:
United States 48 44 3

Japan 13 73 14

C. Automation is necessary to meet foreign
competition:
United States 75 21 5

Japan 51 27 21

I Respondents were offered a list and asked which things will happen, and then separately which things will not.

This percent of respondents did not mention this item either time.

Note: N (United States. 1985) = 2,005
N (Japan, 1987) = 2,334

SOURCE: United States: Miller (1988); Japan: Office of the Prime Minister of Japan (1988)

Science & Engineering Indicators-1987

others, in both technical fields and service industries.
The net effect thus may still be an increase in employ-
ment. However, respondents are not all convinced of
this. (See table 8-11, question B.) The Americans are
about evenly divided for and against this idea, and the
Japanese are distinctly skeptical.

"The American question was "On balance, computers and faciory
automation will create more jobs than they will eliminate." In Japan, it
was "The number of jobs that will increase as a result of the spread of
robots and computers is greater than the number that will decrease as a
result of their spread." A I.rench survey in 1982 asked whether In the
long run, technological progress creates inure emplu% molt than it
abolishes." hirty-two percent agreed, 4; pen cut di, agreed, and IU
percent did not know. this resembles the American response See bun
and Boy (1984b), p. 42.
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Even if it fails to generate more employment, many
writers suggest that automation is necessary to meet
Lompetition from other countries that do automate their
factories. The American and Japanese publics appear to
accept this position. (Sec table 8-11, question C.'') The
Americans seem to show a higher level of belief in the
need for automation, but support is also high in Japan.
Part of the explanation for Japanese support of automa-
tion may be seen in their response to another question.

'1 he U.S tick-Akin tds "Ii tie dun't automate our tat tunes. .1mer
ican produLts till be tut) pcnsi%e to compete ll's.,tulh against
pruduat, n.1.1c m automated lac turivs in Japan and I cirupv " In Japan, it
was "it ttttrittS stud t tallptittTS du Mot (NAOMI.' 11 ittespridit, we 11, In not be
able to win in the price competition with toreign products'



The survey noted that recently, newly industrializing
countries such as Korea and Taiwan have been making
spectacular progress in science and technology. It then
asked respondents whether they considered this a threat
to Japan or not. A 57-percent majority agreed, while 27
percent disagreed, and 16 percent did not reply. Agree-
ment was especially high among those who believed that
automation is necessary in order to meet foreign
competition.

The British also believe that science and technology
will improve the competitiveness of their industry, but it
is not clear that they consider the price worth paying. For
example, they do not believe that science and technology
will create more jobs than they will destroy.'" While 84
percent believe that ne7 technology is essential for their
country's prosperity,"' the British are about evenly split
on the desirability of robots in industry." They believe
more than do Americans that because of science and
technology the rich get richer and the poor poorer.L.
Further, they believe much less than do Ar.iericans that
because of science and technology there will be more
opportunities for the next generation."

PUBLIC ACCEPTANCE OF SCIENCE AND
TECHNOLOGY

Science and technology are part of the general culture
and, as such, compete with other social institutions for
public prestige and acceptance. It is therefore of interest
to ask whether the public trusts and admires scientists,
and would be likely to support their work and endorse
their testimony on public issues. It is also of interest to
ask whether the public wishes or is able to think scien-
tifically. Scientific thinking is only one of several available
modes of thinking, and the scientific community es-
pecially should be aware of the extent to 's hick such
thinking has diffused among the public. Finally, the pub-
lic's view of / merican science and technology in com-
parison with the efforts of other countries is another
aspect of the prestige of U.S. science and technology.

-''See MORI (1985), p. 20. Forty-.even percent believed th.t the corn-
petativeness of British industry IA ill improve as a result of the applica-
tion ui sk ienk c and tet.hnohv, t1 Ink 14 pedant hulk % ed it 11111 not.
I knee% er, only 19 pi:Rent brhe1e11 that nwn liltS t% ill be healed than
destroyed by (Fs application. while IC perk en. bche%.,d the% n ill mit

'Seven percent disagreed, 7 percent neither agreed nor disagr:ed,
and 2 percent had no opinion.

"Thirty-two pertent favor robots, 34 pert.ent oppose, and 34 percent
.1 not respond to this item VII the list. 1 hi. 1 h seem to be shglith

negative In the 1982 1)1mill son e), oily 13 penult oen. in ta%or
of speeding up the development of robots capable of doing premise
factory work rapidly; 46 percent wanted to restrain robot development.
and 39 percent wanted to let these machines be put in place gradually.
See Bon and Boy (1984b), p. 43.

In the U S , 49 perk cnt agree, 46 penult klisagrek, and 4 pirkent
have no opinion. In Great Britain, 57 percent agree, on IN 16 pertent
disagree, and 28 percent have no opinion.

"In the U.S., 77 percent believe this, while 19 percent disagree, and 4
pertent don't knoll. In Britain, only 34 percent agree, 30 perkent Ms-
ugree, and 36 percent don't know An internationally coordinated pub-
lic opinion survey on the impact of information technology on employ-
ment is Vine (1985). The survey was done in 1985 and covered the
United States and Japan, in addition to six Western European countries.
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Figure 8-2.

Percent of public expressing a great deal of
confidence in people running selected institutions
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Attitudes Toward Scientists
An important component of the publics view of sci-

ence is its view of scientists themselv es. Such attitudes
are brought to bear when students decide whether to
become scientist., on the basis of their own and their
parents view of the kind of person a scientist is. More-
over, the public's acceptance of views expressed by scien-
tists on science-related controversies is presumably influ-
enced by their picture of the scientist as a person.

The data show 'hat leaders of the scientific community,
continue to enjoy high confidence as compared with
leaders of other insti;mions. (See figure 8-2. For the rest
of the list, see appendix table 8-12.) This indicator is
understood to represent the level of confidence in the
institutions themselves." While the data show fluctua-
tions of public confidence in institutions in generaland
long-term trends in the standing of certain institutions in
particularmedicine has consistently led the list in
terms of public confidence. The scientific community has
almost as consistently been in second place. This is a very
positive result from the point of view of the scientific
community, especially since medicine is also a highly
science- and technology -oriented profession. However,
the scientific community also consistently receives the
greatest number of "don't know" responses; this sug-
gests uncertainty or a lack of familiarity with this com-
munity. Males and college graduates show relatively high
levels of confidence in scientific leaders

The responses to two other questions provide further
information on the public's perception of scientists. One

"Smith (1981)

1 G2



Table 8-12. Public's image of scientists, by attentiveness; 1985

Statement

Scientific researchers are dedicated people
who work for the gooa of humanity.

Agree
Disagree
Don't know

Because of their knowledge. scientific
researchers have a power that
makes them dangerous.

Agree
Disagree
Don't know

N

Total Attentive Interested Remaining
public public public public

80

16

4

55
42

4

79
15

6

48
51

2

Percent

1

78
18

5

54
42
3

81

15

4

57
38

5

2.005 417 517 1.071

For each statement. tell mo it you generally agreo or generally disagree"

See appendix table 3.13. Science 8 Engineering Indicators-1987

question was positively oriented and asked whether sci-
entific researchers arc dedicated people who work for the
good of humanit\. The other asked whether researchers
hale a power that makes them dangerous (See table
8-12.) There was strong agreement with the posit lye eval
uation. Moreover, there was virtually no variation by
gender, education, or age, although respondents with
graduate degrees were slightly less likely to Share this
opinion. The negative question, measuring public ap
prehension about the power of scientific researchers,
produced a small majority expressing this concern. Re-
sponses here varied by gender and education (See ap-
pendix table 8-13.) Since this is the one question that
brought out a clearly negative reaction to scientists, fur-
ther exploration would be useful to ascerta;. the "dan-
ger" respondents see. The negative outcomes suggested
by tables 8-8 and 8-9 may provide part of the answer

The question about scientists being dedicated people
who work for the good of humanity was also asked in
France and Japan. In 1982, French respondents gave
almost exactly the same response as the Americans (82
percent agreed, 14 percent disagreed, 4 percent didn't
know).' In 1987, 73 percent of the Japanese agreed that
scion lists a re striving for mankind, 16 percent disagreed,
and II percent didn't know. The answers from all three
countries to this question are broadly similar

On the other (negative) question, 73 percent of the
French in 1982 believed that scientific researchers, be-
cause of their knowledge, have a power that can make
them dangerous. Among the Japanese, 27 percent
agreed BIM scientists are dangerous because of their
abundant knowledge, while 56 percent disagreed, and 17
percent didn't know. The Japanese response to t he ques-
Lion is more favorable to scientists than the answers from
the other two countries. (Compare table 8-12 )

'''See Bon and Boy (1984b), p. 17.
In the French study, 17 percent agreed that st ;enlists tt ort. to sans, v

their clInomte more t lion to help people In japan,illeatttptaott. el the,
idea tvas somewhat less t37 pen enn.
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Acceptance of Scientific Thinking
In order to best communicate science- and tedmolog

relattAl lOrMatiOn to the public, the scientific and teL
nological Lo111111tIllth needs to know the degree to w high
the public accepts SLientill( thinking. Such
tiOn may relate to health and nutrition, the safety of
nuclear power plants Of airline trifle', or the at t.011101,511-
Mehl:, 01 the national space program. Regardless of the
topic, it the public does not 41((ePt scientific thinking in
general, the impact ot these communications on specific
issues may be lust.

No exact measures of "scientific" thinking have been
agreed upon, nor is it suggested that there is an absolute
standard of scientific thinking against w WI the re-
spondents an be judged. lVhat is possible, howeL er, is (0
Identity relatively familial slit e- and technolog -rc
fated topics with some popular appeal, and to L timpani
public opinion on these topics w its common scientific
opinion. In this MtV, public lit.Leptaike a St-kik(' and
technology ma, e estimated. Si \ such topics hate been
studied. (St. 8-13.)

Broad pu t ch. l'IManle was found for both the ccm-
cept of continental dnit and the health hazards of smok-
ing. (See table 8-13.) I hese results suggest that the exten-
sive media discussion of plate mo% einem and earth-
quakes has made some impression on public thinking.
Similarly, the wide Loceiage of the smoking and health
Issue and the strong endorsem-nt of the antismoking
Lompaign bc the medical Lommunit hate significanth
affected public attitudes. As might be expected, attetl-
!We:, show the mist support I'm the scientific position,
followed by the interested public and the remaining
public.

On the other four lms, twin 43 to 47 peicent of the
public do not hold toe usual scientific opinion. On Link
one of them (lucky numbers) do those who accept ih

I hi.. mac tic bt t.w,t ut t din r taithill14161r1r1 tt 1111 the 64, lent ilk (yin
ion or reset lion ot it At present thes Its( reasons tannot be separated



Table 8-13. Public opinion on scientific questions: 1985

Questions and responses
Total
put"-

Attentive
public

Interested
public

Remaining
public

Smoking causes serious health problems
Percent

Agree 95 97 95 94
Disagree 4 3 4 4
Don't know 1 1 1 2

The continents on which we live have
been moving their location for millions of
years and will continue to move in the
future.

Agree 79 89 82 74
Disagree 12 8 11 14
Don't know 9 3 7 12

In the entire universe, it is likely that there
are thousands of planets like our own on
which life could have developed.

Agree 65 72 70 60
Disagree 25 21 24 28
Don't know 10 7 6 12

Human beings as we know them today
developed from earlier species of animals

Agree 45 56 47 41
Disagree 47 40 46 51
Don't know 7 4 7 9

It is likely that some of the unidentified
flying objects that have been reported are
really space vehicles from other
civilizations.

Agree 43 46 42 42
Disagree 46 44 45 47
Don't know 11 10 12 11

Some numbers are especially lucky for
some people,

Agree 43 36 48 44
Disagree 53 62 49 51
Don't know 4 2 4 5

Rocket launchir, t and other space
activities have c. used changes in our
weather.

Agree 44 34 41 49
Disagree 44 58 47 37
Don't know 12 8 12 14

N 2,005 417 517 1,071

For each statement, please tell me it you generally agree or generally disagree

See al endix table 8.14. Science & Engineering Indicators-1987

scientific view significantly outnumber those who reject
it Attentives accept the scientific view more frequently
than others in three of these four cases (effect of rocket
launchings on the weather, lucky numbers, and human
evolution). In the case of unidentified (lying objects
(UFO's), attentives show, if anything, a slightly greater
tendency than others to believe in their exk:tence. This is,
of course, a subject which has nTeived a great deal of
fictional treatment and one which n -ny do not consider
to be settled. It also is noteworthy that full d percent of
the aVentive public do not believe in I.uman develop-
ment from earlier animal species, and o. third believe

in lucky numbers or in the effect of human space activates
on the weather. On the basis of these findings, it is fair to
say that large numbers of Americans do not accept scien-
tific views on many everyday questions.

Certain characteristics of the public help to explain
these responses. For example, men are much more likely
than women to accept evolution and much less likely to
believe that space act ; v ; .2s affect the weather. Age also
affects the responses to the individual qtwstions
though in widely different ways. Younger people are
more likely to believe in evolution, but they are also more
likely to believe in UFO's. Belief that space activities have
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affected the weather tends to be found at the two ex-
tremes: among both the youngest and oldest respond-
ents." Educational level is, as always, strongly associated
with acceptance of the usual scientific opinion The single
exception is belief in UFO's, where there is only a slight
variation of response with educational level, and the
frequency of a "not sure" response is especially high at all
educational levels. Even at the highest educational level,
however, about one-fourth of Americans with graduate
degrees believe space activities affect the weather, believe
in lucky numbers, or do not believe in evolution.

The Japanese public has interesting similarities and
dissimilarities in its opinions on these questions. (See
table 8-14.) Both publics are strongly in agreement about
the dangers of tobacco and about the reality of continen-
tal drift. Regarding life on other planets and UFO's, the
Japanese show lower levels of acceptance and higher
levels of "don't know" responses than the Americans
surveyed .4° The greatest disagreement concerns the
questions regarding evolution, where the Japanese
showed much higher levels of acceptance and lower lev-
els of rejection than did the Americans. Differences of
question wording in the two surveys may be significant.
Even so, among the five questions common to the two
surveys (compare table 8-13 with table 8-14), the evolu-
tion question ranks third on the Japanese list in terms of
acceptance but only fourth or fifth on the American list.
This is the only item of the five in which the Japanese and
American ordering of the items is different, so that there
is a genuine difference between the two publics in terms
of accepting evolution.

Limits and Alternatives to Scientific Thinking
The public's acceptance of scientific thinking can also

be seen in its view of the scope and limits of science. (See
table 8-15.) For example, public reaction on two issues
has been studied. scientific understanding JE the human
mind and alternative medicines not recognized by sc
ence. Both of these should probably be thought of as
areas in which science has much to learn and on which it
may develop clearer positions in the future. A majority of
respondents agreed that the human mind is not as ac-
cessible to science as is the physical world. Even atten-

"For a study of the acceptance of pseudosciences by %,arious elements
of the French public, see Boy and Michelat (1984), pp. 1560-1567. On the
acceptance of parapsychology and similar phenomena in the United
States, see Greeley (1987), pp. 47-49.

The 1982 French survey found 33 percent believing in UFO's, 57
percent not believing, and 11 percent "don't know s." See Bun and Boy
(1984b), p. 9. This is slightly more skeptical than the American and
Japanese responses.

"See National Opinion Research Center (1980), p. 254. The 1982 study
of the French population found 36 percent who disagreed with the
statement that science will make it possible to understand the function-
ing of the human mind completely, 56 percent accepted some degree of
possibility that this may happen, and 9 percent had no opinion. See Bun
and Boy (1984b), p. 13. In the 1987 Japanese study, 85 percent agreed
that even if science and technology develop, they cannot explain man's
mind. Eight percent disagreed and 6 peo.ent had no opinion. There are
differences of questions wordingespecially regarding the French
questionbut the Japanese response seems more skeptical about the
capabilities of science than does the American response.
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tives support this position. A similar view was expressed
in 1979, when only 23 percent agreed that we can, by
scientific study, find out "just about everything" about
human behavior. (Another 68 percent said "some things
but not others. " ") A large majority agrees that there are
good ways of treating sickness that medical science does
not recognize.' These two questions suggest that there is
an area of personal life and values in which the public
feels that science does not have the last word.

Astrology is a method of analyzing human characters
and of predicting the future that scientists generally con-
sider to have been refuted by the development of science.
Adherence to astrology thus is another indicator of accep-
tance (or nonacceptance) of scientific thinking. About 15
percent of the public reads astrology reports "every day"
or "quite often." In 1979, 21 percent reported doing this.'
Only 8 percent said they decide to do or not do some-
thing because of their astrological forecast for that day.
(See table 8-15." The figure in 1979 was 5 percent; the rise
from 1979 to 1985 is statistically significant at the 95-
percent level.) Belief in astrology therefore is not nearly
as widespread as the belief that science has limitations
with regard to the human mind and the belief :n alter-
native medicine. There is some confusion about astrolo-
gy's status as a science: 8 percent of the public regard
astrology as "very scientific" and 31 percent regard it as
"sort of scientific."' If the public is not clear about what is
and is not a science, then it also may not be clear on what
views are regarded as scientific. This may help to explain
the lack of acceptance of scientific thinking illustrated on
table 8-13.

Belief in the limits of science is broadly distributed in
the population. In terms of age, for example, it is the
youngest group (age 1F-24) and the oldest group (65 + )
that believe most in asti ology and in the limits of science
in understar -ling the human .rind. Thus, belief in the
limits of science is not simp:, associated with an older
generation possibly clinging to outdated, nonscientific
values. There is also a youthful component that shares

rin the French study, 54 percent said that then. certainly or possibly
are illnesses that it is better to treat by means other than medicine
Thirty-seven percent disagreed and 10 percent had no opinion. See Bon
and Boy (1984a), p. 13. In the Japanese study, 73 percent agreed that for
some illnesses, it is better to be treated by methods other than modem
medicine, 18 percent disagreed and 9 percent had no opinion The
Japanese response seems quite similar to the American, while the
French response seems more supportive of the exclusive claims of
medical science.

"See National Opinion Research Center (1980), p. 276 Some dif-
ference between the questions used in the two years should be noted

"Similarly, 8 percent of the French population reported in 1982 that
they take account of horoscopes in their lives "always" or "often." See
Bun and Boy (1984b), p. 10, and Bun and Michelat (IQ84) Thirteen
percent of Japanese respondents stated that they change their actions
according to their horwcupe for a given day In France and Japan,
interest in astrology increases the y ounger the respondent is, in the
United States, interest inereases among both the youngest and the
oldest respondents.

'Fifty-seven percent regard it as nut at all scientific In France, astrol-
ogy seems to be even more widely respectue with 53 percent statir.g
that it is a scienee and only 30 percent that it is aot The rest say it
depends on the as (8 percent) or don't know (8 percent) Sec Bun and
Boy (1984b), p. 11.



Table 8-14. Japanese public's opinion on scientific questions: 1987

Questions Agree Disagree Don't know

Percent
Tobacco has a very bad effect on human health 90 8 2

The continents are moving slowly over the course of
many millions of years 78 5 17

Humans have evolved from animals 75 12 13

Just as on earth, there are a great many planets in the
universe on which life forms exist 49 22 29
UFO's are real 34 35 31

N = 2,334

'What do you think of the following matters?'

SOURCE: Office of the Prime Minister of Japan (1988) Science & Engineering Indicators-1987

Table 8-15. Public views of the limits of science: 1985

Total
public

Attentive
public

Intemted
public

Remaining
public

Scientists will never be able to understand
the working of the human mind as well as
they understand the physical world.

Percent

Agree 59 52 60 62
Disagree 35 43 36 31
Dcn't know 6 5 5 7

There are some good ways of treating
sickness that medical science does net
recognize.

Agree 75 72 76 76
Disagree 17 21 16 17
Don't know 7 6 7 7

Would you say that astrology is ..
Very scientific 8 6 9 9
Sort of scientific 31 30 30 31
Not at all scientific 57 60 59 55
Don't know 4 4 2 5

Do you sometimes decide to do or not do
something because your astrological signs
for the day are favorable or unfavorable?

Yes 8 8 8 8
No 88 90 88 86
Don't know 4 2 4 6

N= 2,005 417 517 1,071

See appendix table 8-15.

some of these doubts. "' der differences are signifi-
cant, except for tho larger number of women who act on
astrological forecasts Education is strongly related to
belief in astrology; 17 percent of those without a high
school education sometimes act on astrological forecasts.
This includes 13 percent of the men without a high school

"'Fora discussion of this phenomenon in the !Tench context, see Boy
and Michehtt (1984
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education and 22 percent of the women) r Similarly, those
with lower levels of education are more often convinced
that the human mind is inaccessible to science. The ques-
tion about treatments that medic.! science does not rec-
ognize has virtually no dependence on demographics:
about three-quarters of every group surveyed (as shown
on appendix table 8-15) believe that there are good meth-
ods of treating illness oiliside medical science.

%filler (1988).



Table 8-16. Public perception of U.S. standing in science and technology in
comparison with other countries: 1985

Area and country

Percent considering the U.S.

Ahead Same Behind Don't know

Basic scientific achievements:

Percent

Japan 36 30 29 6

Soviet Union 43 33 15 8

West Germany 58 27 7 7

Great Britain 70 18 3 8

France 75 14 3 8

Military technology:
Soviet Unior 33 40 20 6

West Germany 70 21 3 5

Japan 73 16 5 5

Great Britain 76 16 1 6

France 80 12 2 6

Civilian or industrial technology:
Japan 11 18 66 4

West Germany 49 35 10 6

Great Britain 69 21 3 7

France 73 18 3 6

Soviet Union 75 15 4 6

N 2,005

in terms of basic scientific achievements, would you say that the United States is ahead of West Germany.
behind West Germany cr at about the same level?"

See appendix table 8.16.

U.S. Versus Foreign F tence and Technology

Besides considering public acceptance of scientific
thinking in general, the survey measured the public's
views of American science and technology in comparison
with the efforts of other countries. The resulting informa-
tion reflects the influence on public opinion of news
items about unfavorable changes in the balance of trade,
weaknesses in the U.S. educational system, Nobel prizes
received by Americans, and foreign efforts to acquire
U.S. military technology. The question was aske.1 sepa-
rately about basic science, military technology, and in-
dustrial or civilian -hnology, rather different responses
were received in each case. (See table 8-16.)

With regard to basic science, the majority agrees that
the U.S. is ahead of Germany, France, and Britain. The
most common opinion is that the U.S. is also ahead of the
Soviet Union and Japan. Many think, however, that the
U.S. is at about the same levei as or even behind these
two countries.'" For this question, the attentic es have the
greatest confidence in U.S. achievements, the interested
public the next highest lev..1 of confidence, and the re-
maining public the least. (See appendix table 8-16.)

With respect to military technology, high percentages
believe that the U.S. is leading the other nont.ommunIst

'A CBS News Nile 104, lune poll tram September I i.19, Ivri, kiund
14 percent saying that the Soviet Union Is better than the United state,
in scientific research, while b7 percent think the U.S is better.
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countries, including Japan. On the other hand, the most
common opinion about the Soviet Union is that it is on
the same level cis the United States. Fewer Americans
think the U.S. is leading the Soviet Union in military
technology than in basic sci,nce. Except :n the case of the
U.S.S.R., there is little difference between the responses
of the att_ntic e and the interested public on this ques-
tion. Both groups, however, are more optimistic about
U.S. accomplishments than is the remaining public

In the case of industrial or ch. ilian technology the
responses are quite different. A large majority thin1s the
U.S. i,, behind Japan, this response does not occur with
any othei field or any other country. Majorities put the
U.S. ahead of Britain and France; there is weaker agree-
ment that the U.S. is ahead of West Germany. There is a
clear belief that the U.S. is leading the U.S.S.R., which is
not the case when speaking of basic science or military
technolog} On this question, there was ni,ch less dif-
fereace of rrtnion among the attentives, the interested
public, and others. Only with regard to France and Brit-
am is there a .,ignificant gap among the groups: it occurs
between the interested public and the remaining public.

These results show that there is a general feeling that
the U.S. leads France, Britain, andto a lesser extent-
West German} in science and technology '" U.S. superi-

"1 he 1982 [ench study. found that the French tonsuler themselves
behind the Aillerit dn, lapaiu sv, St Wt.+, IVe%t Ccrinan,, It'll
WI( and tee hint al au tunplishments, but at the same It d as orahead 01

the British. See Bon and Boy (1981), p



ority to West Germany is considered greatest in military
technology. This may be because that country is not a
nuclear power, yet West Germany is considered stronger
than France and Britain, which are nuclear powers.

With respect to japan and the Soviet Union, it makesa
great difference whether one is talking about basic sci-
ence, military technology, or civilian technology.'" Japan
is given high marks in basic scientific research, but as a
non-nuclear power with minimal armed forces, it is seen
to be well behind the U.S. in military technology. The
public has reacted very strongly to the Japanese achieve-
ment in technology and trade by placing Japan far ahead
of the United States in industrial technology. The high
rating given to japan in basic science may partly reflect
the American public's perception of this success in tech-
nology and trade. The Soviets are also given relatively
good marks in basic scientific research. But, unlike the
Japanese, their military technology is rated higher than
their ranking in basic research would suggest, while their
civilian technology is rated lower.

The Japanese public, in the 1987 survey, were aiso
asked to compare various countries with respect to vari-
ous aspects of science and technology. The same six
countries discussed above were ranked from 1 to 6 ac-
cording to their degree of progress in basic science and
technology, industrial technology, and technology re-
lated to everyday living.'' (See table 8-17. For the average
rankings, see appendix table 8-17.)

The Japanese consider the United States to be clearly
ahead of them in basic science and technology. They
consider themselves ahead of all the other countries,
however, with the Soviet Union the closest competitor.
This is very similar to the ranking that Americans give to
these countries with respect to basic scientific achieve-
ments (see table 8-16), except that Americans are not as
convinced that their cbuntry is ahead of Japan. Although
the Japanese consider the United States to be leading in
all three aspects of science and technology (see appendix
table 8-17), it is with respect to basic science and tech-
nology that the United States is given the greatest advan-
tage relative to the other countries.

With respect to industrial technology, the Japanese
again consider the United States to be leadingJapan, but
only by a very small margin." Other countries are far
behind. This is the area in which the Japanese rank
themselves closest to the United States. (See appendix
table 8-17.) This ranking, however, is nothing like the
American view that Japan is clearly leading in civilian or
industrial technology. (See table 8-16.)

The Japanese study Iso asked for a ranking of coun-
tries regarding technology related to everyday living.

Mhe responses on table 8-16 suggest that the public is sometimes
able to make the distinction between science and technology.

'Because of the way the question was asked, onr country could not be
on the same level as another, so that there is no c, iumn labeled "same"
on the table.

52More detailed data show that 43 percent of respondents ranked the
United States first, and the same percent ranked Japan first. However,
38 percent ranked the United States second, while only 28 percent
ranked Japan second. Consequently, the United States has a small lead
in the average rankings. (See appendix table 8-17.)

158

The United States was clearly placed ahead of Japan in
this area, in spite of Japanese accomplishments in con-
sumer electronics and other household products. In this
case, the Soviet Union was rated the lowest of the six
countries. This is similar to the U.S. survey, which
ranked the Soviet Union lowest in civilian or industrial
technology. (See table 8-16.)53

SCIENCE A2.0 TECHNOLOGY POLICY AREAS

Funding for Basic Research
A number of specific policy areas were selected for

special study. These supplement the rather broad ques-
tions discussed above by moving away from science and
technology in general and into matters of practical con-
cern. For example, 79 percent of the public believe that
the Federal Government should support research that
advances the frontiers of knowledge, even if this research
brings no immediate benefits. (See table 8-18.) The public
therefore does not expect all Federal research funding to
be devoted to specific cpplications. Stronger support for
basic research funding is found among more educated
people, as in other cases, and also among those aged
25-34. (See appendix table 8-18.)

Restriction of Research

Another policy issue involves the public's wish that
scientists not be allowed to conduct research on certain
topics. The freedom to select their own research ques-
tions is considered a precious right by most scientists: it is
recognized, however, that the public has a growing inter-
est in what research is cPriducted and to what ends.
Given a list of research areas, the public would not like to
see research prohibited in most of them, attentives are
against the restraint even more than are others. (See table
8-19.5') One exception to this, however, is research de-
signed to create new biological or chemical weapons,
which about two-thirds of each group is willing to re-
strain. Also, in 1983, about as many were opposed to
research that would enable parents to select the sex of
their child. (See appendix table 8-19.) Another area
provoking strong resistance is the kind of study that
might lead to the creation of new life forms. The response
to this question seems to depend stro .gly on question
wording. Opposition is considerably greater when there
is no specific mention f_,f plant and animal life. (See ap-
pendix table 8-19.) In this case, respondents seem to be
reacting to a vague notion of some nondescript life form.

It is notable that there is no widespread opposition to
the controversial practice of medical experimentation on
animals. This is true even for such domestic animals and
primates as dogs and chimpanzees. (See appendix table
8-19.) An Associated Press poll in 1985 found strong

'Thus, the Japanese survey seems to have Split the U.S. survey item
on civilian or industrial technology into two items: muustrial tech-
nology and technology related to daily living.

"In many of these cases, respondents may be evaluating the stated
outcomes of the research, rather than the desirability of curbing the
research itself. On the response of attentives, see Miller (1988).

1 68



Table 8-17. Japanese public's perception of Japan's standing in science and
technology in comparison with other countries: 1987

Area and country

Percent considering Japan

Ahead Behind Don't know

Basic science and technology:
United States 20 73 7

Soviet Union 53 37 9

West Germany 60 28 12

Great Britain 76 11 13

France 78 8 14

Industrial technology:
United States 46 48 7

West Germany 72 15 14

Soviet Union 74 15 11

Great Britain 78 7 16

France 79 4 16

Technology related to everyday living:
United States 37 55 8

West Germany 66 20 15

Great Britain 71 14 15

France 72 12 16

Soviet Union 77 10 13

N = 2,334

'For each of the areas listed below please rank the following countries according to their degree of progress:*

See appendix table 8-17. Science & Engineering Indicators-1987

Table 8-18. Public support for basic scientific research, by attentiveness:
1985

Total Attentive Interested Remaining
public public public public

Even if it brings no immediate benefits,
scientific research which advances the
frontiers of knowledge is necessary and
should be supported by the Federal
Government.

Agree
Disagree
Don't know

N =

See appendix table 8-18.

support for experimentation on animals for the purposes
of research on specific diseases (81 percent), basic re-
search (72 percent), and allergy testing (61 percent)."
While 76 percent of respondents thought that animals
have rights, 38 percent of those with that opinion be-
lieved that the use of animals in medical research does
not violate those rights. On the other hand, 46 percent of
:hose believing animals have rightsor 35 percent of the
entire samplebelieved that experimentation toes io-
late antmal rights. This is similar to the 30 percent on
table 8-20 who do not believe that scientists should be

'Associated Press/Media General (1985).

Percent

79 88 83 73
16 10 15 19

5 3 3 7

2,005 417 517 1,071
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allowed to conduct such studies. The AP study found
thai approval for animal experimentation varies with the
type of animal, ranging from rats (88 percent) and rabbits
(77 percen), to monkeys (69 percent), cows (58 percent),
and dogs (55 percent).'

-the British publn. seems more oppostd to emmumntation on ani-
mal:, tA, hen dsi,d dbout medmai rtstaft.h usinb animals to tc st drugs.
2h pertent in 1985 mentioned this as ,,ornt.thing thts Inured dc% clop
mg further, 46 percent mentioned it as something they did not favor,
and 27 percent did not respond. See MORI (1985), p. 9. By comparison,
63 percent of the American respondents in 1985 said that scientists
should be allowed to conduct studies on animals under stated ((inch-
lions. (Cf. table 8-19.)

E.;



Table 8-19. Percent of U.S. and Japanese publics willing to allow research to
be conducted in certain areas

Subject and country
Should be
allowed

Should not
be allowed

Don't care,'
don't know

Studies that might enable most people in
society to live to be 100 or more:

Percent

United States 68 26 6
Japan 20 51 29

Studies that cause pain or injury to animals like
dogs and chimpanzees, but which produce new
information doout human disease or health
problems:

United States 63 30 7
Japan NA NA NA

Studies that might discover intelligent beings in
outer space:

United States 64 29 6
Japan 21 49 30

Studies that might lead to precise weather
control and modification:

United States 60 36 4
Japan 36 44 20

Studies that might allow scientists to create new
forms of plant and animal life:

United States 52 42 6
Japan 10 67 22

Studies that are designed to create new
biological or chemical weapons:

United States 29 66 6
Japan NA NA NA

N (United States, 1985) = 2,01)5
N (Japan, 1987) = 2,334

This response was explicitly offered to the respondents in the U.S. su rve y. In the Japanese survey it was not, but
was recorded if the respondent offered it. This dilference would tend to increese the relative numbers of
Americans giving this answer.

SOURCES: Japan: Office of the Prime Minister of Japan (1987): United States: Miler (1988)
See appendix table 8-19. Science & Engineering Indicators- -1987

The Japanese public i more willing than the American
public to stop research in certain areas. (See table 8-19.)
Four questions were asked paralleling those in the Amer-
ican survey." In each case, more respondents wished to
stop the research than wished to pursue The Jap-
anese response thus was more negative than the Amer-
ican in every case. The Japanese were most negative
about research to create new life forms, which was also an
area of concern to Americans.' On the other hand, the

'The American question was "For each study, please tell me whether
you think scientists should or should not be allowed conduct th,
kind of research If you don't care one way or the Witt lust give that
answer" In Japan, the question was "Do you think the following types of
research should be pursued' Or should they be stopped',"

'There was also quite a high level of "don't know" responses, ..t) that
altogether the responses stpporting the several areas (A research %%ere
distinctly lower than in the American survey.

160

Japanese gave their highest support to research designed
to lead to weather control.

Government Regulation of Science and Technology

A similar question has to do with the proper level of
regulation of scientific and technological activities by
government. The reply can serve as an indicator of the
level of public comfort or discomfort regardipg those

'''The British also have strong feelings about such research. When
asked whether they favored Itirther developments in cross-breeding of
different species ut animals my 7 percent responded affirmatively.
Sixty-eight percent mentioned this a, a development they would op-
pose being Itirther developed, and 27 portent did not mention this
subject. See MORI (19t45), r 9. 11w, a,, the lea..t favored of the 26
possible developments often.



Table 8-20. U.S. and Japanese opinions concerning present levels of
government regulation of various areas of science and technology

Area Too low About right' Too high Don't know

Use of food additives:

Percent

United States 38 25 30 7

Japan 79 12 3 6

Construction of atomic power plants:
United States 29 34 30 7

Japan 54 29 6 11

Manufacture of new pharmaceuticals:
United States 21 55 16 8

Japan 54 23 13 10

Genetic engineering research:
United States 20 42 16 22

Japan 42 26 10 2.

Basic research:
United States 17 56 12 15

Japan 18 46 16 19

N (United States, 1985) = 2,005
N (Japan, 1987) = 2,334

United States: -I'm going to read you a short list of activities. and for each one I'd like for you to tell me whether
you think that the present level of governmental regulation is too high. too low or about right:

Japan: 'For the following issues. do you think that government regulations should be tightened or loosened ?

' This response was offered explicitly to the respondents in the U.S. survey. In the Japanese survey it was not, but

was recorded if the respondent offered it- This difference would tend to increase the relative numbers of

Americans giving this answer.

SOURCES: United States: Jon D. Miller (1968): Japan: Office of the Prime Minister of Japan (1988)

Science & Engineering Indicators-1987

activities. Both the Japanese an American publics were
asked whether the present level of regulation in their
countries is too low or too high in certair areas. (See table
8 -20.) Both groups agreed that the level of regulation in
the area of basic research is about right, making this the
least feared area of activity.'

in the other cases, the Japanese showed notably more
desire for increased regulation than did the Americans.
Japanese are especially concerned about chemical food
additives; they also show a strong desire fur more regula-
tion of nuclear power plants. In both of these cases,
Americans are about equally split regarding more or less
regulation."' With regard to pharmaceutical manufacture
and genetic engineering research, Americans still more
strongly tend to accept the status quo, with large num-
bers not wishing to see any change and the remaioct.r
about equally divided fur more and for less regulation.
For these two technologies also, there seems tube a much

"'Since basic research and genetic engineering research received large
numbers of "don't know" responses from both the Japanese and Amer-
icans, it is fair to surmise that these are relatively, unfamiliar areas for
many people.

The 1982 French survey found only 21 percent in lawn- ot adding
preservatives to toods, white 75 percent were opposed and 4 percent
had no reply. bee Bon and Boy 19844 p. 33. thus the French seem to

share the Japanese concern on Ibis subject.
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greater concern among the Japanese, and more desire to
see increased regulation."2

Advantages versus Disadvantages of Various
Technologies

The American respondents were asked to assess three
policy areas in .!rms of the balance between the benefits
and harms they have brought. In all three cases, there is
Inure public support than resistance although nuclear
power shows an mount of resistance nearly equal to the
amount of support. (See table 8-21.) Nuclear power is
also the only area where attentives have a high level of
resistance in :I where there is not a greater level of sup-
port among attentives than among others However,
large minorities also express negative assessments cif
space exploration and genetic engineering.

These reactions also can be studied in terms of re-
spondents' demographic characteristics. (See appendix
table 8-20.) Women are more critical of all thrze tech-
nologies than are men. especially in the case of nuclear
power. Education is strongly correlated with support of

It should be noted that the Ament ',Ur% tvas performed before
the at Went at the Sot id illitkat plant at Chernobyl, n hale the Japanese
survey %vas performed at ter it Possibly this tat helps to explain the
more negative Japanese responses.



Table 13-21. Public assessment of three policy areas, by attentiveness: 1985

Area and assessment
Total
public

Attentive
public

Interested
public

Remaining
public

Space exploration:
Percent agreeing

Benefits greater than costs 53 64 57 47
Benefits equal costs' 2 2 4 2
Costs greater than benefits 40 29 35 46
Don't know 5 5 4 5

Genetic engineering research:
Benefits greater than risks 49 56 52 45
Benefits equal risks' 2 2 1 2
Risks greater than benefits 39 35 35 41
Don't know 10 6 11 12

Nuclear power:
Benefits exceed risks 49 49 52 48
Benefits equal risks' 1 1 1 2
Risks exceed benefits 45 48 42 44
Don't know 4 2 5 5

N= 2,005 417 517 1,071

in your opinion, have the costs of space exploration exceeded its benefits, or have the benefits of space
exploration exceeded its costs?*

' volunteered by respondents.

See appendix table 8-20. Science & Engineering Indicators-1987

space exploration and genetic engineering research."' In
the case of nuclear power, there is no strong relationship
between education and one's benefit/risk assessment;
there is, however, a strong trend with age, with younger
respondents being more critical.

REACTIONS TO CHALLENGER AND
CHERNOBYL ACCIDENTS

Technological disasters like the Challenger and Cher-
nobyl accidents may influence general I. ablic perceptions
regarding science and technology. The main survey re-
ported in this chapter was performed in November-De-
cember of 1985. To capture information related to these
major events, two supplemett!.ary surveys were con-
ducted. The first supplementary survey was scheduled
in response to the January 28, i986, explosion of the
Space Shuttle Challenger. To investigate the effects of this
accident on public opinion, the respondents interviewed
in late 1985 were reinterviewed immediately after the
accident, in January-February of 1986. At the time of this
supplementary survey, the accident was fresh in people's
minds and the President had just addressed the Nation
on television, strongly supporting the continuation of the
space program.

Several months later, the Roger_ Commission report
was published, reinforcing news reports about defective
0-rings in the rocket boosters and management failings
os having contributed to the accident. lb measure the
effect on public opinion of this information, and to deter-

°Genetic. engineering research also get' the highest number of "don t
know" responses these ail i.ontantrated among older respondents and
those with the lowest levels of education.
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mine whether the first reactions to the accident had per-
sisted, a second supplementary survey was done in June-
July of 1986.

Between these two supplementary surveys, another
technological disaster came to public attention. In April
1986, the Soviet nuclear power plant at Chernobyl experi-
enced a major accident, and released radiomove mate-
rials into the environment. The June supplementary sur-
vey thus provided an opportunity to measure changes in
attitudes toward nuclear power also. Both supplemen-
tary surveys were able to take advantage of the baseline
survey that had been done in late 1985, before either
accident had occurred.

ReactiQns to Space Shuttle Accident
In February 1986, right after the Challenger accident,

only a minority considered it a major setback for the
space program, and nearly everyone thought the
manned shuttle flights would be resumed. (See table
8-22.) With regard to the accident's causes, people were
about evenly divided as to w1- ether there was a basic
design error or a flaw that might have led to the explo-
sion. A majority believed that accidents could be ex-
pected from time to time in such complex machines as the
shuttle and that the problems that had caused the acci-
dent would be found and corrected so that the shuttle
program would continue. Soon after the explosion, the
suggestion was mace that manned flights be de-empha-
sized in favor of unmanned vehicles. Even the explosion
did not lead to a majority favoring this alternative. About
one-half were willing to see Federal funds for the pro-
gram increased if they are needed to modify the shuttle
program or get it back on schoitde. A large majority said



Table 8-22. Public reactions to the Shuttle Challenger accident

February 1986 June 1986

Percent agreeing

Accident was a major setback 37 66

Increase Federal funds for shuttle if needed 50 49

Accident reflects basic design flaw 50 78

Accidents will occur from time to time 83 82

Manned flights should be reduced 31 43

Shuttle is outstanding example of U.S. technology 97 97

Manned flights will be resumed 98 98

N = 1,111' 1,111

Although the February 1986 sup.: was greater than 1,111, the results shown here apply to the same 1,111

people who responded in June 1986,

Note: For question wording see appendix table 8-21,

See appendix table 8.21. Science & Engineering Indicators-1987

the shuttle Is still an outstanding example of American
technotogy. In all, the first effect of the Challenger acci-
dent was a significant show of support for the space
program.

In June 1986, after the Rogers Commission had re-
ported, another survey was done, again interviewing the
same respondents as far as possible. By this time, there
had been a thorough discussion of the shuttle's technical
and administrative problems. More respondents now
believed that there was a basic design flaw and a majority
was willing to characterize the accident as a major setback
for the shuttle program. (See table 8-22.) More respond-
ents also opted for reducing the number of manned
flights. On other questions, there was very little change
in opinion from February to June. The accident was at-
tributed to the National Aeronautics and Space Admin-
istration (NASA) more often than to anyone else, and
was blamed on the booster and the 0-rings more than on
any other cause. About 75 percent agreed that the shuttle
would be safe to fly (vain once the rocket boosters were
redesigned.' While a very huge majority continued to
believe that the shuttle is an outstanding example of
American technology, the numb who strongly agreed
with this had dropped significant.y. (See appendix table
8-21.) Overall, while the respondents had formed some
more negative judgments about the causes of the accident
and its severity, they continued to be strong supporters
of the program.'

Attitudes Toward Space Program and Science and
Technology Generally

The February 1986 supplementary survey, conducted
immediately after the shuttle accident, provided an op-

'I lowever, 30 percent thought it very likelyand 55 percent thought
it possible but not likelythat there will be another shuttle accident
within the next 25 years,

'In the Juno survey, 71 percent also vreed that the U.S. space
program shout(' build a space station, 53 percent said it should try to
land astronauts on Mars in the next 25 years, and 50 percent said the
U.S. should develop a su ntitn. and mining whim un the mot in in that
time. See Miller (1987).
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portunity to ask some of the same questions about gener-
al attitudes toward science and technology that had been
asked in November 1985. During this time, the respond-
ents had changed somewhat their evaluations of the
space program in general. (Sec table 3.) The number
considering the program's benefits to exceed its cost.,
actually went up, particularly the number considering
the benefits to greatly exceed the costs. The number"'
who considered the risks of nuclear energy and genetic
engineering to strongly exceed their benefits went down
from November to February. There was an increase in
those strongly agreeing that science makes life healthier,
easier, and more comfortable; that the Federal Govern-
ment should support even research that brings no imme-
diate benefits, and that new inventions will always be
found to counteract the harmful consequences of tech-
nological development. The number agreeing that the
bene.s of scientific research exceed the risks had in-
creased after the accident. (See table 8-23.) However, the
main change :acre was an increase in those who said the
benefits are slightly greater; the number saying they are
strongly greater decreased substantially. Except for this
last result, the general effect immediately after the shuttle
disaster was to rally support for the space program and
other aspects of science and technology.

In June 1986, the question about the .../enefits and ricks
from science was asked agar.. At me ,c, from February to
June a slight shift was found back to the opinion that the
benefits of science are strongly greater than the risks,
rather than slightly greater. (See table 8-23.) This change,
however, was much smaller than that from November to
February. With regard to space program costs and bene-
fits, there was a decrease in those saying the benefits are
greater than the costs and an crease in those saying the

disAissed ui tit, r ui 1111, 11,1 ragra .1 t rem Miller
(1988).



Table 8-23. Effect of the Challenger and Chernobyl accidents on general
public attitudes toward science and technology

November 1985 February 1986 June 1986

Beneficial vs. harmful results of
scientific research:

Balance strongly favors beneficial

Percent

results 47 20 22
Balance only slightly favors beneficial

results 24 59 55
About equal' 5 4 3
Balance only slightly favors harmful

results 12 7 5
Balance strongly favors harmful

results 5 3 8
Don't know 7 6 5

Benefits of space program vs. costs:
Benefits substantially greater than

costs 30 37 33
Benefits only slightly greater than

costs 25 28 27
About equal' 3 3 2
Costs only slightly greater than

benefits 13 9 14
Costs substantially greater than

benefits 26 16 18
Don't know 5 5 5

Benefits of nuclear power vs. risks:
Benefits substantially exceed risks 30 23 26
Benefits only slightly exceed risks 20 30 26
About equal' 1 3 2
Risks only slightly exceed benefits 13 12 10
Risks substantially exceed benefits 31 26 28
Don't know 4 5 7

N = 1,111 1,111 1,111

' Volunteered by respondents.

Note: The same individuals were interviewed in all three surveys.

SOURCE: Jon u. Miller (1988)

cos's are greater. This changewhile not enough to erad-
icate the increased support previously ,een from
November to Februarysuggests that news events after
the explosion, including the publication of the Rogers
Commission report, may have weakened the initial surge
of support for the space program following the disaster.

Attitudes Toward Nuclear Power
Some of the results discussed above also may have

been affected by the accident at the Sov let nuclear plant at
Chernobyl, which occurred in April 1986, between the
February and June surveys. Most respondents thought
that the Chernobyl accident was due to basic design ELM, s
in the reactor although, perhaps pa To doxically,1 majority
also thought the operators and managers at Chernobyl
wer,.f at fault. (See table 8-24.) Other paradoxes also
emerge: the respondents agreed by a small majority that
the U.S. and other countries A 'ill prbwir;ly depend on
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nuclear sources of energy 50 years from now. the same
time, most agreed that solar energy is the best long-term
solution to the energy problem. In any case, a very large
majority agreed that science and technology will provide
a long-term solution to the problem.

A very large majority also agreed that there are still
major unanswered que. 'ions about the safety of nuclear
power plants in all countries. Further, 49 percent of the
public believed that another nuclear accident such as the
one at Three Mile Island is "very likely" within the next 25
years. another 37 percent Lonsidered it at least possible.'
This is highly similar to the opinion expressed in late
1985before the Chernobyl accident (See table 8-9.) A
small muje,ity felt that the risk uivuhed in generating
nuclear power should block the LonstruLtion of new nu-
clear pow L r plants. There vv,Is no large shift in the public's

'See Wier (



perception of the risk-benefit balance of nuclear pm% el
from the survey before the Chernobyl accident to the
survey atter. (See table 8-24.) In tact, large' shifts oc-
curred between November 1985 and Febi liars 1986.

In summai Y, the Chemob). I accident elicited some ex
p1essions of measiness and uncertainty about nuclear
!Amer, but doc, not seem to hay e harmed the generally
high level of public support foi science and technology.

Table 8-24. Public reactions to the Chernobyl nuclear plant accident:
June 1986

The accident in the Soviet Union was the result of
basic flaws in the design of the Chernobyl nuclear
power plant

The operators and managers of the Soviet nuclear
p "wer plant at Chernobyl appeared to be at fault in the
accident

Fifty years from now, all countries, including the United
States, will depend primarily on nuclear power for the
generation of electricity

Solar energy is the best long-term solution to our
energy problem

We can depend on science and technology for a long-
term solution to the energy problem

There are still major unanswered questions about the
safety of nuclear power plants in all countries

The risk involved in generating nuclear power is
relatively minor and should not block the construction
of new nuclear power plants

N = 1,111

SOURCE: Jon D. Mille: (1988)

Agree Disagree Don't know

Percent

72 15 13

64 19 17

56 38 6

63 30 7

89 8 3

92 6 2

41 52 7
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Appendix table 1-1. Achievement scores in mathematics, by age, gender and
ethnicity: 1977-86

Gender and ethnicity 1977178 1981/82 1985/86

Nine year olds
Total 54.1 54.7 55.4

bale 53.8 54.0 55.8
Female 54.4 55.3 55.1
White 57.0 57.3 58.5
Black 10.5 42.0 46.1
Hispanic 45.2 46.8 46.6

Thirteen year olds-
Total 62.7 65.2 63.8

Male 62.6 65.3 64.1
Female 62.7 65.1 63.4
'.Unite 65.9 68.0 66.3
Black 47.6 52.1 56.6
Hispanic 51.0 57.0 54.4

Seventeen year olds
Total 62.9 62.1 62.9

Male 65 63.9 64.5
Female 60.9 60.3 c1.4
White 65.9 65.4 36.3
Black 44.7 45.2 48.1
Hispanic 48.7 47.6 51.0

SOURCE: Educational Testing Service. National Assessment of Educational Progress

See figure 0-16 in Overview. Science & Engineering Indicators-1987

Appendix table 1-2. Achievement scores in science, by age, gender and
ethnicity: 1977-86

Gender and ethnicity 1976/77 1981/82 1985/86

Nine year olds
Total 54.4 57.7 58.8

Male 54.7 56.7 58.1
Female 54.1 58.6 59.5
White 57.5 60.5 62.0
Black 40.9 46.4 49.5
Hispanic 42.1 45.9 49.4

Thirteen year olds
Total 54.5 54.8 55.1

Male 55.7 56.1 56.7
Female 53.4 53.1 53.5
White 57.2 56.9 57.6
Black 43 2 45.1 47.7
Hispanic 43.2 47.0 46.6

Seventeen year olds-
Total 71.3 68.8 71.5

Male 73.4 71.1 73.4
Female 69.2 66.7 69.6
White 73.7 71.7 74.5
Mack 56.8 54.8 60.1
Hispanic 62.6 60.4 62.4

SOURCE: Educational Testing Service. National Assessment of Educational Progress

See figure 0-17 in Overview. Science t engineering Indicators-1987
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Appendix table 1-3. Total scores on the Scholastic Aptitude Test for high school stud Its intending to major in
science and engineering, by race and gender: 1975-86

Race and gender 1975 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986

SAT Verbal Scores'

All White students 474 467 466 464 461 462 462 461 464 468 468

White males 470 463 463 461 458 461 461 460 465 468 469

White females 480 475 471 468 46i3 464 465 463 463 468 467

All Black students 361 352 354 349 351 352 361 357 357 363 363

Black males 358 352 356 351 353 355 364 360 360 367 368

Black females 365 -.,51 351 347 349 349 357 354 354 358 357

Other students 433 414 406 402 403 400 400 359 397 403 403

All students 464 454 451 448 443 446 446 444 446 451 450

SAT Math Scores'

All White students 530 528 524 521 521 520 522 523 525 527 527

White males 543 545 541 538 537 536 538 538 539 543 546

White females 505 498 494 493 495 494 495 497 501 501 496

All Black students 393 384 383 385 390 391 396 397 399 403 400

Black males 403 400 401 402 404 406 410 411 411 417 417

Black females 381 367 365 367 374 375 381 382 387 388 382

Other students 508 495 486 489 492 493 493 494 497 500 502

All students 520 514 509 507 507 507 508 509 511 514 513

' SAT scores range between a low of 200 and a high of 800.

SOURCE: Jenlee Grandy. "Ten -Year Trends in SAT Scores and otner Characteri..tics of High School Seniors taking the SAT and Planning to Study Math, Science, or

Engineering," unpublished report, Educational Testing Service (October 1987)
Science L, Engineering Inuicators-1987

Appendix table 1-4. Total scores on the Scholastic Aptitude Test for high school students intending to major in
science and engineering, by major discipline: 1975-86

Intended Major Field 1975 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986

SAT Verbal Scores'

Math & statistics 465 464 464 459 455 456 455 452 457 459 469

Computer science 439 439 436 432 429 427 426 422 420 423 413

Physical sciences 520 518 517 516 512 515 514 513 514 521 526

Architecture/environmental engineering 432 424 423 418 415 414 413 412 415 42" 419

Engineering 453 451 450 448 446 448 451 450 455 450 455

Life sciences 468 461 460 457 453 455 456 457 462 467 464

Earth & environmental sciences 464 457 456 453 451 451 449 451 454 457 458

Psychology 451 444 439 435 434 433 435 437 436 440 441

Social sciences 476 449 443 443 445 446 453 454 457 461 453

Interdisciplinary/other sciences 499 515 512 509 506 510 507 503 509 507 520

Total Science, Math & Engineering 464 454 451 448 446 446 446 444 446 451 450

S/ Math Scores'

Math & statistics 584 588 585 580 577 572 569 572 578 578 593

Computer science .... ....... .... 524 529 522 ',17 513 502 497 497 496 501 489

Physical sciences 592 595 590 586 585 580 582 583 583 587 598

Architectine/environmental engineering 509 506 501 496 494 489 487 486 486 491 494

Engineering 546 550 543 540 538 537 540 543 546 548 553

Life sciences 509 500 496 493 490 489 489 491 499 505 504

Earth & environmental sciences 500 501 495 490 489 486 485 485 485 487 489

Psychology 461 455 449 447 447 447 446 449 453 455 455

Social sciences 495 465 456 457 460 461 464 468 470 475 469

Interdisciplinary/other sciences 569 593 585 578 574 575 572 572 575 575 589

Total Science, Math & Engineering 520 51,1 509 507 507 507 508 509 511 514 513

SAT scores range between a low of 200 and a high of 800,

SOURCE: Jenlee Grandy, TenYear Trends in SAT Scores and other Characteristics of High School Seniors taking the SAT and Planning to Study Math, Science, or

Engineering,' unpublished report, Educational Testing Service (October 1987)
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Appendix table 1-5. Average scores on the Scholastic Aptitude Test for college-bound high school seniors by ethnic
group and gender: 1976-87

Ethnic g; Am and gender 1976 1977 1978 1979 1980 1981 1982 1983 1284 1985 1987

SAT Verbal Scores'
All students 431 429 429 427 727 727 726 725 726 431 430

Men 433 431 433 431 428 430 431 430 433 437 435Women 430 427 425 423 420 418 421 420 420 425 425
Native American 388 390 387 386 390 391 388 388 390 392 393Asian-American 414 405 401 396 336 397 398 395 398 404 405Black 332 330 332 330 330 332 341 339 342 346 351
Mexican-American 371 370 370 370 372 373 377 375 376 382 379Puerto Rican 364 355 349 345 350 353 360 358 358 368 360Other Hispanic NA NA NA NA NA NA NA NA NA NA 387White 451 448 446 444 442 442 444 443 445 449 447Other 410 402 399 393 394 388 392 386 388 391 405

SAT Math Scores'
All students 472 4-'0 468 467 466 466 467 468 471 475 476

Men 497 497 494 493 491 492 493 493 495 499 500Women 446 445 444 443 443 443 443 445 449 452 4E3
Native American 420 421 419 421 426 425 424 425 427 428 432AsianAmerican 518 514 510 511 509 513 513 514 519 518 521Black 354 357 354 358 390 362 366 369 373 376 377Mexican-American 410 408 402 410 413 415 416 417 420 426 424Puerto Rican 401 397 388 388 394 398 403 403 405 409 400Other Hispanic NA NA NA NA NA NA NA NA NA NA 432White 493 489 485 483 482 483 483 484 487 190 489Other 458 457 450 447 449 447 449 446 450 448 455

, SAT scores range between a low of 200 and a high of 800.

Note: NA -.. Not Available.

Note: SAT scores by ethnic group were not available for 1986.

SOURCE Educational Testing Service, 1987 Profile of SAT and Achievement Tost Takers. Natrona! Report, College Entrance Examination Board, 1987.
See figures 1-1 and 1-3.

Science & Engineering Indicators-1987
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Appendix table 1-6. Average achievement scores in
functions and calculus, highest-scoring one percent

and five percent and all students, 12th grade
college preparatory mathematics students, by

country: 1981/2

Country
Top one
percent

Top five All
percent students

Average scores- -
Hungary 66.0 58.0 42.0

Canada (B.C.) 58.0 52.0 39.0

Canada (Ontario) 67.0 58.5 49.5

Scotland 61.0 54.0 45.0

Finland 68.0 62.0 53.0

United States 61.0 52.0 43.0

Sweden 67.0 59.0 52.0

Japan 70.0 67.0 58.0

New Zealand 66.0 58.0 52.0

Belgium (Flemish) 63.0 56.0 50.0

Belgium (French) 62.0 55.0 48.0

England/Wales 65.0 57.0 55.0

Israel 61.0 50.0 48.0

Note: Countries are arranged in decreasing order in terms of the proportion
of students enrolled in advanced mathematics programs.

SOURCE: In , rational Association for the Evaluation of Educational
Achievement, The Underachieving Curriculum: Assessing U.S, School
Mathematics from an international Perspective, Uni,,ersity of Illinois, Stapes
Publishing Company (January, 1987). p. 26

See figure 0.15 in Overview.
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Appendix table 1-7. Distribution by intended major field of students receiving highest scores' on the SAT
mathematics test: 1975-86

Intended Major Field 1975 1577 1978 1979 1980 1981 1982 1983 1984 1985 1986

Percent

All fields 100.0 100.0 100.0 100.0 100.0 100.0 100.0 '00.0 100.0 100.0 100.0

Total science, mathematics
& engineering 44.9 40.4 44.0 46.0 45.5 46.6 50.4 48.8 46.0 46.1 43.9

Total science & math 32.8 25.4 26.1 26.7 24.8 25.5 27.1 26.9 25.2 25.2 22.2

Meth & statistics 6.6 4.8 4.7 4.1 3.6 3.5 3.2 3.1 3.3 3.5 2.8

Computer science 2.0 2.7 3.7 4.8 5.4 6.9 8.9 10.0 8.5 6.7 4.2

Physical sciences 2.1 3.2 3.4 3.4 3.4 3.0 3.0 2.8 2.7 2.9 2.'
Life sciences 10.8 5.4 5.3 5.1 4.4 4.4 4.4 4.1 4.2 4.4 4.6

Earth & environmental sciences 0.8 1.1 1.1 1.1 0.9 0.8 0.7 0.6 0.5 0.5 0.6

Psychology 2.3 2.0 2.1 2.4 2.0 2.1 2.1 1.9 1.9 2.4 2.3

Social sciences 4.4 4.3 3.9 4.1 3.7 3.5 3.5 3.3 3.2 3.8 4.1

Interdisciplinary/other sciences 3.8 1.8 1.9 1.8 1.5 1.4 1.3 1.1 1.0 1.0 0.7

Total engineering 12.2 15.0 17.9 19.4 20.7 21.1 23.3 21.9 20.8 20.9 21.3

Architecture/environmental
engineering 1.8 1.5 1.7 1.8 1.7 1.6 1.5 1.1 1.0 1.2 1.3

Engineering 10.4 13.5 16.2 17.6 19.0 19.5 21.8 20.8 19.8 19.8 20.5

NonS/E major fields 55.1 59.6 5'3.0 54.0 54.5 53.4 49.6 51.2 53.9 53.9 56.1

Humanities 2.3 1.9 1.9 2.1 1.9 1.9 2.0 1.7 1.7 2.0 1.8

Pre-medicine 5.3 7.8 7.8 8.0 7.8 8.1 8.1 8.0 8.1 8.5 7.4

Prt-law - 2.3 4.0 3.9 3.3 3.4 3.4 3.1 2.9 3.1 2.6

Business 5.1 6.7 8.0 9.7 8.9 9.2 9.5 8.5 8.3 10.3 10.9

Other non-S/E fields 42.5 41.0 34.4 30.? 32.7 30.8 26.6 29.9 32.9 30.0 33.4

' Students scoring higher than the 90th percentile in their ethnic/gender group

SOURCE: Jen lee Grandy, "Trends in the Selection of Science, Mathematics, or Engineering as Major Fields of Study among Top-Sco,ing SAT Takers," Educational

Testing Service, Final Report to the National Science Foundation (March 30, 1987)

See figure 1-6. Science & Engineering Indicators-1987
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Appendix table 1-8. 90th percentile scores on the Scholastic Aptitude Tests for high school students intending to
major in science and engineering, by race and gender: 1975-86

Race and gender 1975 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986

SAT Verbal Scores'
White males 590 585 .,87 587 581 583 584 582 590 592 593White females 580 582 583 679 575 573 576 573 573 579 581Black males 485 482 477 474 476 481 487 486 489 491 497Black females 463 465 462 458 461 460 472 470 467 474 482Other students 578 565 558 558 553 549 553 549 561 571 560Ail students 580 577 575 576 571 570 572 570 574 579 579

Math Scores'SAT
White males 658 663 660 b58 657 655 657 662 662 663 672While females 603 605 602 599 601 596 599 605 610 610 615Black males 523 532 525 522 C21 531 535 534 539 547 549Black females 475 479 470 468 471 486 483 485 491 497 495Other students 630 625 621 626 626 625 627 634 642 645 650All students 626 628 625 628 625 623 625 632 635 637 642

' SAT scores range between a low of 200 and a high of 800.

SOURCE. Jeri lee Grandy, "Trends in the Selection of Science, Mathematics, or Engineering as Major Fields of Study among TopScoring SAT -3kers," Educational
Testing Service, Final Report to the National Science Foundation (March 30, 1987)
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Appendix table 1-9. Percentage distribution of freshmen by probable major field of study in all institutions of higher
education: 1975-85

Probable major
field of study

1975 1978 1980 1982 1983 1984 1985

Men Women Men Women Men Women Men Women Men Women Men Women Men Women

Percent in each ..J1d

Agriculture/forestry 5.7 1.9 4.5 2.0 4.1 1.8 3.8 1.4 2.9 0.9 3.3 1.0 3.3 1.0

Arts/humanities 121 12.8 7.4 10.6 6.4 10.1 6.8 9.7 6.8 9.0 6.6 8.8 7.1 8.8

Biological Sciences 7.1 5.5 4.8 4.4 3.7 3.8 3.7 3.8 4.1 3.4 4.1 4.2 3.4 3.3

Business 20.1 17.5 25.0 23.1 22.9 24.5 22.3 25.7 22.7 26.0 25.1 27.5 25.7 27.5

Education 4.6 15.5 3.3 12.1 3.3 11.6 2.4 9.0 2.9 8.9 2.8 9.6 3.3 10.4

Engineering 14.0 1.3 18.8 2.3 21.0 3.2 22.3 3.6 20.6 3.5 20.1 3.0 19.3 3.0
-
.-.1

Health professions (Non-MD) 1.8 13.2 2.0 14.6 1.9 13.3 1.6 17.8 2.1 14.9 2.3 13.8 2.0 11.6
4) Mathematics/statistics 1.1 1.1 1.1 0.8 0.7 0.6 0.6 0.7 0.8 0.8 0.8 0.9 0.8 0.8

Computer science NA NA 1.6 1.2 2.7 2.4 4.9 4.0 5.4 3.7 4.3 2.7 3.1 1.6

Physical sciences 4.0 1.3 3.5 1.3 3.6 1.6 2.6 1.0 2.5 1.0 2.5 1.1 2.3 0.9

Premecf/predent/preyet NA NA 4.0 2.9 3.6 3.2 3.2 3.0 3.3 3.2 3.2 3.1 3.1 3.2

Social sciences 3.7 8.9 5.0 9.5 4.5 8.6 4.2 7.2 4.2 7.6 5.1 8.4 5.2 9.6

Other fields (tech) 10.3 6.7 7.0 2.0 8.5 2.9 9.7 4.3 9.9 3.8 7.7 2.4 7.5 2.4

Other fields (non-tech) 10.2 8.8 8.1 7.9 9.3 6.9 8.2 3.3 b.1 7.1 8.0 7.6 9.0 8.1

Undecided 4.6 5.5 3.9 5.3 3.8 5.5 3.7 5.5 4.0 5.7 /.1 6.2 4.7 6.9

Note: Totals may not equal 100% due to rounding.

SOURCE.Cooperative Institutional Research Program, The A,nencan Freshman. National Norms !or Fall 1985. and repot is vi th the same title for 1971-1384, University of California at Los Angeles and American

e"uncil on Education (December, 1985)

See figure 1-7. Science & Engineering Indicators-1987
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Appendix table 1-10. Earnings of individuals in teaching and in other
by gender: 1961 and 1981

Occupation in Ion
during the year 1961 1981 1961 1981

All full-time workers

Salaried professional, total
Accountants
Health workers (except

physicians and dentists)
Teachers (elementary and

secondary schools)

Managers and administrators
Sales workers
Clerical workers
Craft workers
Factory workers

17,010

22,437
NA

NA

19,792

21,211
18,305
16,280
18,256
15,657

annual salaries

10,078

25,3gr) 14,903
NA

16,631 NA

20,249 15,888

25,425 10,370
22,331 7,269
18,938 11,306
20,395 NA
16,948 8,972

12.001

15,631

15,558

16,827

16,056

14,820
11,238
11,238
12,904
10,301

NA Not Available.

Note: These figures reflect occupational categories used by the Bureau of the Census up until 1981.

SOURCE: U.S. Department of Commerce, Bureau of the Census, Current Population Report:: Money Income
of Households, Families, and Persons in the United States, Series P.60, Nos. 39 and 137

Science & Engineerinft Indicators-1987

Appendix table 1-11, Distribution of elementary and secondaiy science and
mathematics teachers by gender, for various grade !evels: 1977 and 1985/86

1977 1985/86

Grade level Grade level

Course and gender K-3 4.6 7.9 10.12 K-3 4.6 7-9 10.12

Percent
Mathematics

Male 6 21 54 68 4 20 45 53
Female 94 76 46 32 93 79 51 46
Unknown 0 2 0 0 1 1 4 1

Science
Male 2 33 62 74 3 23 56 68
Female 98 67 38 24 94 76 41 31
Unknown 0 0 0 0 3 1 3 1

SOURCE: Research Triangle Institute, 1985 National Survey of Science and Mathematics Education

Science & Engineering Indicators-1987
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Appendix table 1-12. Distribution of elementary and secondary science and mathematics teachers by race, for
various grade levels: 1985/86

Course and grade level

Ethnicity/Race

White Black Hispanic
American Indian,
Alaskan Native

Asian or
Pacific Islander Unknown

Mathematics
K-:i 84 10 1 0 0 4

4.6 84 10 2 0 0 2

7.9 90 6 1 0 1 3

10.12 94 3 1 0 1 1

Science
K3
4.6 82 9 4 0 1 4

79 86 8 4 0 1 1

10.12 88 6 1 0 1 4

SOURCE: Research Triangle Institute. 1985 National Survey of Sc,.-tnco and Mathematics Education Science 8 Engineering Indicators 1987

Appendix table 1-13. Percent of elementary-school science teachers who
have completed vat' s college courses, by grade level taught: 1985/86

Courses

Grade level taught

K-3 4.6

Percent..---

Education
General methods of teaching 95 95

Methods of teaching elementary school science 87 88

Methods of teaching middle school science 7 20

Supervised student teaching 77 87

Psychology, human development 83 88

Computing
Instructional uses of computers 31 37

Computer programming 11 21

Sciences
Biology, environmental, life sciences 83 87
Chemistry 30 37

Physics 17 21

Physical science 58 61

Earth/space science 39 51

No science course 5 5

One type of science course 18 12

Biology 15 8

Physical science 2 3

Earth/space science 1 1

Two types of science courses 40 40
Biology and physical science 34 31

Biol. gy and earth/space science 5 6

Physical science and earth/space science 1 3

All three categories of science course:: 31 42

Unknown 4 2

SOURCE: Research 'Mangle Institute. 1985 National Survey of Science and Mathematics Education

Science 8 Engineering Indicators-1987
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Appendix table 1-14. Percent distribution of secondary-school science teachers, by grade level and number of
college courses completed in science, calculus, and computer science: 1985/86

Number of
courses completed

Life
science Chemistry Physics

Earth
science Calculus

Computer
science

Grade level taught

7-9 10-12 7-9 10-12 7-9 10-12 7.9 10-12 7-9 10-12 7-9 10-12

Percent
0 3 7 18 6 16 13 24 27 53 44 52 57
1 6 7 12 8 23 17 20 21 20 19 24 21
2 12 6 16 14 21 23 16 17 12 16 12 103 5 5 13 14 15 12 9 9 7 9 4 5
4 11 5 12 14 7 10 6 6 2 5 2 35 7 3 8 9 3 4 6 3 1 2 1 1
6 5 3 6 7 6 5 3 3 0 1 0 07 4 3 2 3 1 1 1 0 0 1 1 0
8 46 60 10 ::: 7 15 12 6 0 2 1 2
Unknown 2 1 3 1 2 1 3 1 4 1 3 1

SOURCE Research Triangle Institute, 1985 National Survey of Science and Mathematics Education Science & Engineering Indicators--1987
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Appendix table 1-15. Percent of secondary-school science teachers who
have completed various college courses, by grade level taught: 1985/86

Courses

Grade level taught

7-9 10-12

Percent

Education
General methods of teaching 94 94

Methods of teaching secondary schocl science 61 82

Methods of teaching middle school science 30 20

Supervised student teaching 83 79

Psychology, human development 85 87

Instructional uses of computers 33 30

Mathematics/computer science
College algebra, trigonometry, elementary function:. 75 78

Calculus 41 53

Differential equations 16 25

Probability and statistics 44 44

Computer programming 33 33

Life sciences
Introductory biology 91 85

Botany, plant physiology, etc. 70 73

Cell biology 54 58

Ecology, environmental science 62 63

Genetics, evolution 55 64

Microbiology 48 53

Physiology 63 65

Zoology, animal behavior, etc. 64 71

Chemistry
General chemistry 76 92

Analytical chemistry 30 47

Organic chemistry 51 70

Physical chemistry 21 32

Biochemistry 25 34

Physics
General physics 73 81

Electricity and magnetism 18 28

Heat and thermodynamics 16 24

Mechanics 15 26

Modern or nuclear physics 12 23

Optics 11 18

Earth/space sciences
Astronomy 40 36

Geology 56 49

Meteorology 27 20

Oceanography 26 19

Physical geography 39 25

Other
History of science 21 23

Science and society 18 16

Engineering 8 12

SOURCE: Research Triangle Institute, 1985 National Survey of Science and Mathematics Education

Science & Engineering Indicators, -1987
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Appendix table 1-16. Percent of elementary-school mathematics teachers
who have completed various college courses, by grade level taught: 1985/86

Courses

Grade level taught

K-3 4-6

Percent
Education

General methods of teaching 94 93
Methods of teaching elementary school mathematics 90 90
Methods of teaching middle school mathematics 14 27
Supervised student teaching 82 83
Psychology, human development 83 87
Instructional uses of computers 30 34

Mathematics/CJinputer science
Computer programming 17 24
Mathematics for elementary school teachers 89 90
Mathematics for secondary school teachers 11 21
Geometry for elementary or middle school teachers 17 21
College algebra, trigonometry, elementary functions 30 37
Calculus 8 12
Upper division geometry 5 7
Probability and statistics 21 27

SOURCE: Research Triangle Institute. 1985 National Survey of Science and Mathematics Education

Science & Engineering Indicators-1987

Appendix table 1-17. Percent of secondary-school mathematics teachers who
have completed various courses, by grade level taught: 1985

Courses

Grade level taught

7-9 10-12

Percent
Education

General methods of teaching 9C 93
Methods of teaching secondary school mathematics 53 80
Methods of teaching middle school mathematics 37 25
Supervised student teaching 79 81
Psychology, human development 84 87
Institutional uses of computers 40 42

Mathematics/Computer science
College algebra, trigonometry, elem. functions 80 87
Calculus 67 89
Advanced calculus 39 63
Differential equations 39 61
Geometry 67 80
Probability and statistics 59 76
Abstract algebra/number theory 48 69
Applications of mathematics/problem solving 34 39
History of mathematics 26 37
Other upper division mathematics 37 63
Computer programming 46 64

SOURCE: Research Triangle Institute. 1985 National Survey of Science and Mathematics Education
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Appendix table 1-18. Percent of secondary science
and mathematics teachers who feel inadequately
qualified to teach one or more of their courses:

1977 and 1985/86

Subject and grade level 1977 1985/86

Percent

Science
Grades 7-9 13 7

Grades 10-12 13 7

Mathematics
Grades 7-9 11 9

Grades 10-12 5 5

SOURCE: Research Triangle Institute. 1985 National Survey of Science

and Mathematics Education

Science & Engineering Indicators-1987

Appendix table 1-19. Percent of elementary- and secondary-school science
and mathematics teachers, by year in which they most recently took a

college course in the subject they teach: 1985/86

Science Mathematics

Grade level Giade level

Last course taken K-6 7-9 10-12 K-6 7-9 10-12

Percent

Prior to 1975 39 18 20 36 27 25

1975 to 1982 31 28 31 29 31 32

1983 or later 16 47 46 24 34 38

Unknown 13 7 3 10 8 5

SOURCE: Research Triangle Institute. 1985 National Survey of Science and Mathematics Education

Science & Engineering Indicators-1987

Appendix table 1-20. Percent of elementary- and secondary-school
science and mathematics teachers, by time spent in in-service education

during the last 12 months: 1985/86

Science Mathematics

Time spent in Grade level taught Grade level taught
in-service education
in the last 12 months K-6 7-9 10-12 K6 7-9 10.12

Percent

None 52 31 28 41 31 35

Less than 6 hours 23 22 22 31 26 18

6-15 hours 13 23 25 16 22 21

16.35 hours 4 10 12 5 11 13

More than 35 hovs 3 10 12 3 8 10

Unknown 5 2 1 5 3 2

SOURCE. Research Triangle Institute. 1985 National Sbrvey of Science and Mathematics Education

Science & Engineering Indicators-1987
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Appendix table 1-21. Supply of new teacher
graduates, with alternative projections: 1970-92

Fall of year

Thousands
1970 284
1971 314
1972 317
1973 313
1974 279

1975 238
1976 222
1977 194
1978 181
1979 163

1980 144
1981 141
1982 143
1983 146

Alternate Projections
Low Intermediate High

Thousands
1984 126 146 160
1985 121 146 163
1986 115 144 165
1987 110 142 168
1988 107 139 171

1989 105 139 176
1990 102 139 181
1991 100 138 184

Appendix table 1-22. Demand for new classroom
teachers in elementary and secondary schools:

1970-92

Fall of year Total
Elementary

schools
Secondary

schools

Thousands
1970 208 115 93
1971 163 71 82
1972 179 107 72
1973 175 89 86
1974 183 103 80

1975 186 101 85
1976 150 78 72
1977 181 107 74
1978 138 82 56
1979 129 85 44

1980 127 69 58
1981 110 66 44
1982 143 94 49
1983 148 82 66
1984 142 78 64

1985 157 95 62
1986 170 114 56
1987 160 114 46
1988 164 126 38
1989 173 126 47

1990 183 131 52
1991 195 129 66
1992 209 129 80

1992 99 137 188 Note; Data for 1970.82 are a;tual new hires. Data for 1983.92 are the
intermediate value of three alternative projections (low, intermediate, andSOURCE: U.S Department of Education. Center for Education Statistics, high).

The Condition of Education, 1984 Edition (NCES 84.401), p 36
SOURCE: U.S. Department of Education, Center for Education Statistics,See figure 1.9 Science & Engineering Indicators-1987 The Condition of Education, 1984 Edition (NCES 84.401), p 36
See figure 1-9. Science & Engineering Indicators-1987
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Appendix table 1-23. Actual and projected public
school enrollment:' 1970-92

Fall of year Thousands

1970 45,909

1971 46,08'

1972 45,744

1973 45,429

1974 45,053

1975 44,791

1976 44,317

1977 43,577

1978 42,550

1979 41,645

1980 40,987

1981 40,099

1982 39,652

1983 39,352

1984 39,293

1985 39,513

19862 39,712

19872 39,916

19882 40,116

19892 40,379

19902 40,898

19912 41,548

19922 42,259

Includes most kindergarten and some nursery school enrollment

2 Estimated.

SOURCE: U.S. Department of Education. Center for Education Statistics.
Public and Private Elementary and Secondary Enrollments: Outlook to the

Year 2000 (1987)

See figure 1-9. Science & Engineering Indicators-1987
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Appendix table 1-24. States which have enacted testing for initial certification
of teachers: 1986

State Enacted
Year

effective Test Used'
Alabama 1980 1981 State
Arizona 1980 1980 State
Arkansas 1979 1983 NTE
California 1981 1982 State
Colorado 1981 1983 CAT

Connecticut 1982 1985 State
Delaware 1982 1983 PPST
Florida 1978 1980 State
Georgia 1975 1980 State
Hawaii 1986 1986 NTE

Illinois 1985 1988 State
Indiana 1984 1985 NTE
Kansas 1984 1986 (2)
Kentucky 1984 1985 NTE
Louisiana 1977 1978 NTE

Maine 1984 1988 NTE
Massachusetts 1985 (2) (2)
Mississippi 1975 1977 NTE
Missouri 1985 1988 (2)
Montana 1985 1986 (2)

Nebraska 1984 1989 (2)
New Hampshire 1984 1985 NTE
New Jersey 1984 1985 NTE
New Mexico 1981 1983 NTE
New York 1980 1984 NTE

North Carolina 1964 1964 NTE
Oklahoma 1980 1982 State
Oregon 1984 1985 CBEST
South Carolina 1979 1982 NTE and State
South Dakota 1985 1986 NTE

Tennessee 1980 1981 NTE
Texas 1981 1986 State
Virginia 1979 1980 NTE
Washington 1984 (2)

(2)
West Virginia 1982 1985 State

' Tests: CAT California Achievement Test; CBEST California Basic Educational Skills Test; NTE National
Teacher k xam: PPST - Preprofessional Skills Test; State State developed test.
2 To be determined.

SOURCE: Educational Commission of the States. Clearinghouse Nc'es, November 1985

Science & Engineering Indicators-1987
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Appendix table 1-25. State-required Carnegie units (1-year courses) for high
school graduation for language arts, social studies, mathematics, and

science: 1955-86

Year

Mathematics Science

Mean units
required

Number of
states requiring

Mean units
required

Number of
states requiring

1958 1.1 31 1.2 31

1974 1.3 36 1.2 35

1980 1.3 35 1.2 35

1983 1.9 38 1.7 38

1984 2.1 44 1.9 44

1985 2.2 44 1.9 44

1986 2.3 45 1.9 45

Year

Language Arts Social studies

Mean units
required

Number of
states requiring

Mean units
required

Number of
states requiring

1958 3.4 37 1.9 44

1974 3.4 40 2.0 45

1980 3.4 39 2.0 42

1983 3.6 41 2.1 44

1984 3.8 45 2.4 49

1985 3.8 45 2.4 49

1986 3.8 45 2.5 49

SOURCE: Education Commission of the States. Department of Research and Information, Clearinghouse

Notes, various years.

See figure 1-14. Science & Engineering Indicators-1987
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Appendix table 1-26. State minimum competency testing for elementary and secondary school assessment
purposes: 1985

States using
minimum competency

Government
level setting
standards

Grade levels
assess

Test purposes First
graduating

class
assessed

Grade
promotion

High school
graduation

Early
exit Remediation Other

Alabama State 3,6,9,11 X X X 1985Arizona State/Local 8,12 (1) X 1976Arkansas State 3,4.6,8 X
California State/Local 4-11, X X X X

16 yr olds-,

Colorado Local 9 12 Local Opt. 1979Connecticut2 State 4,6,8 X X
Delaware State 1-8,11 X X 1981Florida State/Local 3,5,8,11 X X 1983
Georgia .... State K,1,3,6,8,10 (3) X X X 1985Hawaii' State 3.9-12 X X X 1983Idaho State 8-12 X X 1982Illinois Local Local Opt. Local Opt.
Indiana Local 3,6,8.10 X XKansas° State 2.4,6,8,10 Local Opt.Kentucky8 K-12 X X X
Louisiana' State 2,3,4.5 X

Maryland State 7,9 X X X 1982Massachusetts Local Local Opt. X
Michigan State 4,7,10 X Local Opt.Mississippi State 3,5,8,11 X X 19878Missouri State 8+ X X
Nebraska Local 5 + XNevada State 3,6,9,11 X X 1982New Hampshire' State 4,8,12 Local Opt. Local Opt. Local Opt.New Jersey State 9.12 X X X 1985
New Mexico State 10-12 X 1981New York State 3,5,6,8.12 X X 1979N. Carolina'° State 3,6,8,10 X X 1980Ohio Local Local Opt." X Local Opt. 1990
Oklahome None ,3,6,9,12 X
Oregon Local Local Opt. X 1978Pennsylvania State 3,5,8 X
S. Carolina'3 State 1,2,3,6,8,11 X X X X 1990
Tennessee State/Local 3,6,8,9.12 X X X 1982Texas State 1,3,5,7,9,11,12 X X X 1987Utah Local Local Opt. X X 1986Vermont State 1.8 X 1981
Virginia State/Local K-6,10.12 X XWisconsin Local 1-4,5-8,9.10 Local Opt. X
Wyoming Local Local Opt. X

1983 legislation calls for Arizona to develop a minimum course of study and criteria for high school graduation standards and for grade-te.grade promotion criteria.Local school districts are implementing standards.

2 In Connecticut, a new program of State testing for Grade 4 beganin 10,85 and will be expanded to Grades 6 and 8 in 10/86 The testing is the State CriterionreferencedMastery program. The Grade 9 State proficiency test begun in 1980 will be administered for the final time in 1986.
3 Effective 8/25, third grade students must demonstrate acceptable per rmance on criterion-reference tests in mathematics and reading beforepromotion to the fourthgrade. Beginning in 1988/9 school year, students must pass the school readiness test to be eligible for the first grade.

In Hawaii, students have three options' paper/pencil test, performance test, or course. Students must take a paper/pencil test the first time (Grade 9).
s The Kansas Minimum Competency Assessment (MCA) was reestablished by 1984 legislative action (56 473). The MCA will be in effect for 5 school years, 1984/5through 198819.

6 Kentuct(y's 1984 legislation required the State Superintendent to recommend a process of using test results for promotion and graduation to the 1986 legislature.
7 Louisiana added Grade 8 beginning with the 1986/7 school year.

8 Although the first class assessed graduated in 1987, the first class required to pass for graduation will be the class of 1989.
9 New Hampshire requires students be tested in elementary. middle, and high schod Some local districts test in grades other than 4, 8, and f 2.

(continued)
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Appendix table 1-26. (Continued)
10 In North Carolina. grades 3. 6. and 8 are given an annual Standardized achievement test. Local school districts use the results as a diagnostic tool

" Locally based. competency-based education programs are given in the areas of English composition, math. and reading, including testing at least once in grades 1 4

Grades o8 and 9.11 shall be implemented later than 1989190.
i' Test was given in Oklahoma during the 197819 schOol year There has been no followup to the program However, a plan for statewide testing was submitted for

legislative action in January 1985,
13 The South Carolina Education Improvement Act of 1984 specifies that the 11th grade lest being used to gather base-line data be replaced in the 19856 school year

with an exit exam in the 10th grade. All students graduating in 1990 and after must pass the exam,

Note: Some states have dates for first high school graduating class to be assessed with no expected use for high school graduation. American Samoa is currently

developing a minimum competency testing program,
SOURCE: Educational Commission ol the States. Department of Research and Information. State Activity Minimiiin Competency Testing: Clearinghouse Notes,

November 1985
Science & Engineering Indicators1987

Appendix table 1-27. Mean percentage of items taught (opportunity-to-learn)
to eighth grade students, by country and subject matter: 1981/2

Country Arithmetic Algebra Geometry Statistics Measurement

Percent

Belgium (Flemish) 76 72 31 39 84

Canada (B.C.) 83 84 48 47 77

England/Wales 78 63 54 69 80

Finland 76 70 39 52 70

France 86 87 43 50 92

Hungary 91 91 86 86 97

Israel 71 79 46 52 63

Iapan 85 83 51 76 95

Luxembourg 79 52 35 32 82

Netherlands 82 73 67 32 82

New Zealand 67 62 59 60 70

Nigeria 79 72 65 64 71

Canada (Ontario) 87 70 49 61 84

Sweden 66 45 35 47 67

Thailand 86 83 57 56 86

United States 87 69 44 73 72

SOURCE: International Association for the Evaluat.on of Educational Achievement. The Underachieving
Curdculum: Assessing U.S. School Mathematics from an International Perspective, University ol Illinois (Stipes

Publishing Company, January 1987)
Science & Engineering Indicators-1987

Appendix table 1-28. Mean percentage of items taught (opportunity-to-learn) to twelfth grade students, by country
and subject matter: 1981/2

Country

Sets and
relations

Number
systems Algebra Geometry

Elementary
functions

and calculus

Probability
and

statistics

Percent

Belgium (Flemish) 91 80 92 82 88 46

Canada (B.C.) ........... 65 75 82 50 32 29

England/Wales 48 74 86 69 85 87

Finland 88 90 92 79 87 87

Hungary 45 55 87 74 67 27

Israel 38 56 70 49 79 39

Japan 95 80 100 89 92 82

New Zealand 85 90 93 75 93 86

Canada (Ontario) 62 60 83 52 83 33

Sweden 60 87 90 66 85 75

Thailand 81 75 78 63 63 90

United States 83 83 88 :2 54 45

SOURCE: International Association for the Evaluation of Educational Achievements, The Jnderachieving Curnculum Assessing U.S School Mathematics from an

International Perspective. University of Illinois (Sipes Publishing Company. J: nuary 1987)
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Appendix table 1-29. Mean percentage score of eighth grade students
on the international mathematics achievement test,

by country and subject matter: 1981/2
Country Arithmetic Algebra Geometry Statistics Measurement

Percent
Belgium (Flemish) 58 53 43 58 58
Belgium (French) 57 49 43 52 57
Canada (B.C.) 58 48 42 61 52
England/Wales 48 40 45 60 49
Finland 46 44 43 58 51

France 58 55 38 57 60
Hong Kong 55 43 43 56 53
Hungary 57 50 53 60 62
Israel 50 44 36 52 46
Japan 60 60 58 71 69

Luxembourg 45 31 25 37 50
Netherlands 59 51 52 66 62
New Zealand 46 :39 45 57 45
Nigeria 41 32 26 37 31
Canada (Ontario) 55 42 43 57 51

Scotland 50 43 46 59 48
Swaziland 32 25 31 36 35
Sweden 41 32 39 56 49
Thailand 43 38 39 45 48
United States 51 43 38 57 42

SOURCE: International Association for the Evaluation of Educational Achievements. The Underachieving
Curriculum? Assessing U.S. School Mathematics from an International Perspective. University of Illinois (Sipes
Publishing Company, January 1987)
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Appendix table 1-30. Mean percentage score of twelfth grade students on the international mathematics
achievement test, by country and subject matter: 1981/2

Country
Sets and
relations

Number
systems Algebra Geometry

Elementary
functions

and calculus

Probability
and

statistics

Percent
Belgium (Flemish) 72 48 61 42 46 43Belgium (French) 66 44 55 38 43 42Canada (B. C) 48 43 47 30 21 38England /Wales 61 59 66 51 58 64Finland 77 57 69 48 55 58
Hong Kong 80 78 78 65 71 73Hungary 35 28 45 30 26 29Israel 51 46 60 35 45 38Japan 79 68 78 60 66 70New Zealand 72 51 57 43 48 58
Canada (Ontario) 69 47 57 42 46 46Scotland 50 39 48 42 32 46Sweden 59 62 60 49 51 64Thailand 52 33 38 28 26 34United States 56 40 43 31 29 40

SOURCES: International Association for the Evaluation of Euucationat Achievement. The Underachieving Curriculum Assessing U.S. School Mathematics from aninternational Perspective. Urvversity of Illinois (Stipes Publishing Company.January 1987)
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Appendix table 1-31. Average percent new content in three mathematics text
series comparison of the first 200 pages and the remainder of the book

Grade level

2 3 4 5 6 7 8 9

Percent

First 200 pages 70 28 52 31 37 26 27 19 77

Remainder of book 80 63 79 61 61 53 44 40 95

SOURCE: Glanders. Jim. "How Much of the Content in Mathematics Textbooks is Newr. University of Chicago

(Unpublished report. November 13. 1996)

See figure 1.17 Sciento & Engineeg Indicators-1987

Appendix table 1-32. Attitudes of eighth and twelfth grade mathematics
students towards mathematics in their personal lives: 1981/2

8th Grade 12th Grade

I usually understand what we are talking

Percent giving a high rating

about in class 71 75

I really want to do well in mathematics 87 91

I feel good when I solve a mathematics problem
by myself 78 91

My parents really do want me to do well
in mathematics' 86 89

It does not scare me to have to take mathematics 7: 81

Mathematics is easier for me than for
most persons' 56 76

If I had a choice, I would learn
more mathematics' 66 76

Mathematics helps me think logically 64 83

There is usually a rule to follow in
mathematics 82 67

Reworded to capture the positive intent of the question

SOURCE: Travers. K. J. Second Study of Mathematics. Detailed National Report United Stares. December.
1986. pp. 382.384
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Appendix table 1-33. Attitudes of eighth grade U.S.
students towards mathematics: 1981/2

Percent giving a nigh rating to:

Importance Ease Likes

Memorizing 84 36 22
Measures 83 52 43
Checking 79 72 25
Equations 78 53 44
Decimals 76 56 44

Estimating 68 68 49
Charts and graphs 67 74 57
Ratios and proportions 67 45 35
Word problems 66 39 28
Tables 61 49 37

Geometric figures 60 45 38
Calculators 54 86 75
Inequalities 50 35 25
Sets 47 57 38
Drawing figures 46 55 42

All subtopics 66 55 40

Note: Attitudes were obtained at the end of the school year, after exposure to
these topics.

SOURCE: Travers, K. J, Second Study in Mathematics, Detailed National
Report United States, December, 1986, pp. 367-369

Science & Engineering Indicators-1987

Appendix table 1-34. Attitudes of twelfth grade U.S.
students towards mathematics: 1981/2

Percent giving a high rating to:

Importance Ease Likes

Equations 94 71 71
Checking 90 78 29
Memorizing 85 46 18
Calculators 80 95 85
Word problems 78 26 29

Function graphs 69 64 37
Probability 66 34 37
Charts and grat.4ts 62 80 42
Complex numbers 62 52 37
Derivatives 56 37 34

Limits 55 42 30
Sequences and series 53 43 33
Proofs 52 20 18
Vectors 48 41 30
Integrals 46 26 25

All subtopics 66 50 37

Note: Attitudes were obtained at the end of the school year, after exposure to
these topics.

SOURCE: Travers, K. J., Second Study in Mathematics, Detailed National
Report United States, December, 1986, pp. 371-373
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Appendix table 2-1. U.S. population and college enrollment of 18-21 year olds, by selected race and gender, 1970-85

1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985

-Thousands-
Total male population 6,000 6,389 6,882 7,080 7,350 7,584 7.729 7,823 7.886 7,941 7,922 8,052 7,917 7,796 7,554 7,260
Total male enrollment 2,429 2,534 2,536 2,423 2,468 2.682 2,600 2,676 2,593 2,533 2,615 2,689 2,722 2.650 2 710 2,662

Percent 40.5 39.7 36.8 34.2 33.6 35.4 33.6 34.2 32.9 31.9 33.0 33.4 34.4 34.0 35.9 36.7

Total female population 7,076 7,250 7,535 7,683 7,943 8,109 8,230 8.318 8.359 8,373 8,350 8,428 8,276 8,062 7,833 7,623
Total female enrollment 2,022 2,187 2,260 2,178 2,321 2,575 2,735 2,668 2,603 2,664 2,743 2,899 2,896 2,785 2,754 2.862

Percent 28.6 30.2 30.0 28.3 29.2 31.8 33.2 32.1 31.1 31.8 32.9 34.4 35.0 34.5 35.2 37.5

White male population 5,194 5,531 5,973 6,129 6,373 6,545 6.651 6,730 6,783 6,827 6,793 6,820 6,626 6,501 6,289 6,069
White male enrollment 2,246 2292 2,304 2,194 2,210 2,417 2,317 2,396 2,275 2,250 2,346 2.363 2,377 2.346 2,367 2,313

Percent 43.2 41.4 38.6 35.8 34.7 36.9 34.8 35.6 33.5 33.0 34.5 34.6 35.9 36.1 37.6 38.1

White female population 6,099 6,238 6,481 6,573 6,784 6,903 6,991 7,051 7,073 7,072 7,033 7,051 6,895 6,689 6,461 6,280
White female enrollment 1,799 1,951 2,024 1,952 2,039 2,238 2,368 2,282 2,251 2,327 2,363 2,514 2,519 2,412 2,380 2,483

Percent 29.5 31.3 31.2 29.7 30.1 32.4 33.9 32.4 31.8 32.9 33.6 35.7 36.5 36.1 36.8 39.5

Black male population 746 779 825 854 865 941 957 946 951 956 967 1,032 1,058 1,059 1,040 1,017

Black male enrollment 154 200 193 189 202 218 234 205 220 220 199 225 216 205 241 261

Percent 20.6 25.7 23.4 22.1 23.4 23.2 24.5 21.7 23.1 23.0 20.6 21.8 20.4 19.4 23.2 25.7

Black female population 896 932 980 998 1,031 1,085 1,110 1,130 1.132 1,137 1,148 1,193 1,194 1,177 1,167 1,132
Black female enrollment 189 202 204 168 222 280 320 326 288 283 309 312 300 295 298 272

Percent 21.1 21.7 20.8 16.8 21.5 25.8 28.8 28.8 25.4 24.9 26.9 26.2 25.1 25.1 25.5 24.0

Hispanic male population NA NA 372 355 428 416 458 462 439 486 589 611 559 577 508 551

Hispanic male enrollment NA NA 83 76 99 105 108 99 83 110 120 125 99 102 105 97

Pewent NA NA 22.3 21.4 23.1 25.2 23.6 21.4 18.9 22.6 20.4 20.5 17.7 17.7 20.7 17.6

Hispanic female population NA NA 419 382 466 484 507 519 521 525 578 642 561 610 579 594
Hispanic female enrollment NA NA 68 77 107 114 119 120 94 110 110 127 148 157 164 157

Percent NA NA 16.2 20.2 23.0 23.6 23.5 23.1 18.0 21.0 19.0 19.8 26.4 25.7 28.3 26.4

Note: NA Not Available.

SOURCE: U.S. Department of Commerce, Bureau of the Census, Current Population Report (Series P-20) various Issues

See figure 0-18 in Overview
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Appendix table 2-2. SiE graduate enrollments of U.S. citizens in all institutions, by field, race, and enrollment status: 1980-86
Full4i me Paula°

1980 1982 1983 1984 1985 1986 1980 1982 1983 1984 1985 1986
Total science and engineering 198.429 197.374 200.906 202.699 201,153 203.559 NA 133,190 138 088 146,775 152.173 154.120While 149.481 159.171 168.044 167,013 163.139 165.975 79.174 102.410 108.791 111 203 114,648 116.179Black .. .. , . 6.607 7.225 7.469 7.632 7,272 7.275 5.020 6.100 6 999 7.238 7.295 7.119Hispanic .... 4.922 5.496 6.486 6,873 6.723 7.066 2,490 "830 4.683 5,189 4.692 4,485Asian . . , . , , 5394 5.657 6.457 7.482 8.314 9.291 2.833 3,678 4.200 4.845 5.850 5.893Other U S. citizens . . . 32.025 19.825 12,450 13.699 15.705 13.952 NA 17.172 13.415 18.300 19.688 20,444Foreign ..... . .. - . 50.730 57,923 62.784 64,622 69.201 75.F76 NA 10,495 11,577 12.304 12.096 12.747
Total sciences .. 173,321 168,558 168,759 169.733 168.086 169. NA 102.621 104.915 111.445 114,628 115,694White , .. , . , . . 130,878 137,494 142,848 141,266 137.755 139,092 60.803 80.711 84.005 84,415 87.607 88,484Black 6,135 6.706 6.803 6.920 6.547 6.490 4.562 5.475 6.246 6.407 6.511 6.344Hispanic ...... , . , . 4,350 4,895 5,701 6.095 5,941 6.190 1,978 3.330 3,973 4,310 3,879 3.678Asian , , . ..... , , .. , ... 3.888 4.238 4.698 5,268 5.671 6.392 1,626 2.350 2,497 2.842 3.355 3.354Other US, citizens .... 28.070 15.225 8.709 10.184 12.172 10.976 NA 10,755 8.194 13.471 13.276 13.834Foreign 32.731 36.500 39.738 41.006 44.779 48.363 NA 6.709 6,788 7,395 7,188 7,611
Physical sciences 17.174 17.555 17.981 18,271 18.150 18.369 NA 3,699 3.832 4,150 4.106 4,444White 13.919 14.742 15.478 15.423 15.186 15.338 2,404 2,947 3.185 3,415 3.293 3.463

323 418 412 440 385 400 96 135 163 173 163 165Hispanic . ..... , 305 387 449 461 526 556 65 109 114 80 78 98Asian . , .. ..... . , .. 513 532 590 759 789 863 113 165 159 183 183 201Other U S citizens . _ . . 2.114 1,476 1,052 1.188 1,264 1.212 NA 343 211 299 389 517Foreign ..... .. , .. - ....... 5.744 6.485 7.232 7,603 8.472 9.329 NA 460 430 464 467 569
Environmental sciences 9.570 9.789 10,391 10.125 9,693 9,452 NA 3.501 3.343 3,870 4.139 3.868While 7,523 8.388 9.348 8.726 8.445 8.406 2,230 3.005 3.023 3,416 3.458 3.257Black ... , ..... - . .... 66 76 83 86 85 66 38 27 29 26 42 36Hispanic 115 132 146 198 198 206 34 59 81 74 74 65Asian ..... - ..... . ..... , 143 136 158 149 155 143 27 72 85 45 38 34Omer U.S. citizens 1.723 1,057 656 966 810 631 NA 338 125 309 527 47'Foreign . - .. . .. _ , .. 1.399 1.647 1.698 1.590 1.697 1.813 NA 237 177 218 212 2(
Mathematical sciences 6,648 6,935 6.726 6,840 7,079 7,263 NA 5.733 5.756 5.708 5.597 5.: 1White 5.042 5.571 5.589 5.592 5.675 5.846 3.034 4.587 4,742 4.424 4.196 3.ve9Black - .... - .... 141 174 164 185 199 242 159 183 240 215 224 206Hispanic . , . - - ....... . 140 174 205 185 163 182 50 116 127 113 104 123Asian ...... - . - ..... . 205 298 337 324 435 469 119 194 227 310 257 258Other U S, citizens 1,120 718 431 554 607 524 NA 653 420 646 816 992Foreign ..... ......... 3.254 3.888 4.245 4.592 4,884 5.193 NA 643 716 691 546 715
Computer sciences .. 4,521 5.981 6.724 6.905 8,463 9.100 NA 9.458 11.344 12.230 13.684 13.772White 2.793 4.339 5.053 5,209 5.815 6.482 3.758 7,235 8.429 5.430 9.247 9.308Black .... _ ..... . 67 198 207 193 188 276 126 330 357 335 390 383Hispanic . ..... ........ 42

200
105

365
105
558

t i t
534

128
741

170
895

58
369

144

525
177
541

149
616

283
1.059 1.214545Other U.S. citizens 1.419 974 801 856 1,591 1.277 NA 1.224 1.840 2.700 2.705 2.682Foreign . , ...... ... - 2.066 3,190 3.963 4.423 5.465 5.971 NA 1.183 1.585 1.806 1,910 1.883

Lite sciences .. . 63.543 60.522 59.690 59.580 58.790 58.344 NA 31.106 32.159 33.638 34.927 35,755White , ... , .. _ . ..... 50.716 51,880 52.517 52,171 50,217 50.196 20.476 26,344 27.441 28.154 28.567 29,224Black ...... . - .... .. 1,633 1.697 1.730 1.735 1.829 1,731 1,078 1.244 1.526 1,679 1,744 1.620Hispanic .... - . , ...... 1.451 1,338 1.776 1.816 2.091 2.056 521 603 811 810 949 856Asian 1.644 1,622 1,691 1,871 2,021 2.250 457 603 679 729 817 824Other U S. citizens 8,099 3.985 1.976 1.987 2.632 2.111 NA 2.312 1.702 2.266 2.850 3,231Foreign 8,866 9.732 10.421 10.762 11,387 12.585 NA 1,529 1.432 1.569 1.549 1.643
Psychology 25.482 24.739 25.657 25.974 25,429 25,871 NA 13,965 14.015 16.868 17.032 16.468While . .... ..... . 17,612 19.198 21.369 20,769 20,710 21.133 7.124 11,123 11,333 12,460 13,354 12.954Black ..... ....... .. 1,017 1.021 1.145 1.172 1,116 1.142 401 622 771 1.026 959 905Hispanic ....... , . , . , 971 1.032 1.146 1.391 1.038 1.193 327 439 684 1,204 712 676Asian .. - .... - ........ , ..... . .. 302 319 368 463 423 510 70 122 164 236 260 240Other U.S. citizens .. 5.580 3.169 1.629 2.179 2.142 1.893 NA 1.659 1.063 1,942 1,747 1.693foreign 1,210 1.079 1.092 1,089 1.228 1.215 NA 315 340 374 372 350
Social sciences .. 46,383 43,037 41.590 42.039 40.482 40.742 NA 35.159 34.466 34,982 35,144 36.178White 33.273 33,376 33,494 33,377 31.707 31.691 21,777 25.470 25,852 25,117 25,494 26,649Black ... ...... 2,888 3,122 3.062 3.107 2,746 2.634 2,664 2,934 3,160 2.951 2,989 3.030Hispanic .. , . 1.326 1,727 1.874 1.932 1.797 1,828 923 1.860 1.979 1.880 1.680 1.605

881 966 996 1.167 1.108 1.263 471 669 642 723 740 652Other U S. citizens 8.015 3,846 2.164 2,456 3,124 3.326 NA 4.226 2,833 4,311 4.241 4,242Foreign ... - ...... 10,192 10.479 11.087 10,948 11,647 12,25T NA 2.342 2,108 2,273 2.131 2.243
Total engineering 25,108 28,816 32.147 32,965 33,066 34.418 NA 30,569 33,173 35,330 37.545 38,426White,.. ... . 18,603 21.677 25,196 25,747 25,384 26.884 18,371 21.699 24,786 25,788 27.041 27.695Black 472 519 666 712 724 784 458 625 753 832 784 775Hispanic 572 601 785 778 782 877 512 500 710 879 813 8071,506 1,419 1,759 2.214 2.643 2.899 1,204 1,328 1.703 2,003 2,496 2.540Other U S, citizens . 3.955 4,600 3,741 3,514 3.533 2.974 NA 6.417 5.221 5,828 6.411 6.609Foreign 17,999 21.423 23.046 23,616 24,421 27.314 NA 3.786 4,769 4,909 4.908 5.136
Note NA Not Avabele

SOURCE' National Science Foundanon, Academe Sconce Engmeeung Graduate Enrollment and Support, Fall 1986 (forthconn9)
See figure 2.2
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Appendix table 2-3. S/E enrollment of U.S. citizens in doctorate-granting institutions by field, race, and enrollment status:
1980-86

Field and race

Part lime

1980 1981 1982 1983 1984 1985 1986 1980 1981 1982 1983 1984 1985 1986

Total science and engineering 181.864 181.593 181.637 183.642 185.283 184.753 187,171 NA NA i01.311 104.834 106.299 111.067 113.710

White . .. 140.799 133.217 148.143 155.420 155.634 153.257 156.317 63.728 62.124 79.692 84.039 83.836 87.502 90.401

Black .. 5.595 54 02 5.992 5.996 5.938 5.956 5.973 3.747 3.546 4.315 4.844 4,641 4.533 4.558

Hispanic . 4.535 4.117 5.024 5.746 5.853 6.066 6,431 1.910 2.183 2.981 3.464 3.346 3.251 3.367

Asian . .. 5.073 4.590 5.224 5.843 6.658 7.509 8.500 2.246 2.269 2.808 2.989 3.057 3,967 4.120

Total sciences 157.428 155.977 153.762 152.532 153.321 152.550 153.873 NA NA 75.058 76.138 76.968 79.780 81.030

White 122.458 115.178 126.991 130.896 130.465 128.308 130.059 46.705 44.859 60.804 62.504 62.237 64.689 66.014

B!ack ... . 5.159 5,008 5.519 5.386 5.279 5.295 5,246 3.349 3.159 3 804 4245 3.979 3.944 3.957

Hispanic . 3.973 3.638 4,454 5.002 5.124 5.339 5.579 1,482 1,793 2.557 2.877 2,661 2.624 2.652

Asian .. ... .. 3.589 3.522 2.902 4206 4.582 5.010 5.751 1.229 1.325 1.721 1,750 1.787 2.151 2.165

Physical sciences .. 16.668 16.523 17.038 17,451 17.720 17.700 17.922 NA NA 2.822 2.907 2.900 2.987 3.100

White 13,638 13.260 14.415 15,138 15,119 14.926 15.097 1.924 1.904 2.319 2.486 2.514 2.440 2.617

Black . ... . 262 274 339 330 363 301 314 70 71 95 97 93 87 86

Hispanic 288 315 375 434 444 514 531 49 40 86 105 63 50 56

495 452 502 538 683 742 835 81 113 126 103 104 95 88

Enrironmental sciences 8.930 9.026 9.269 9.805 9.730 9.277 9.111 NA 2.674 2.652 2.855 3.154 2.969

White 7,170 6.849 7.999 8 881 8.403 8.108 8.139 1,787 1.661 2 383 2.446 2.580 2.818 2.723

54 59 59 77 79 82 62 18 20 16 22 22 29 28

Hispanic . 111 125 112 136 184 160 180 22 21 44 65 59 33 37

Asian 135 100 130 145 133 147 137 18 15 48 63 24 20 9

Mathematical sciences . 6.213 6.159 6.453 6.232 6.266 6.516 6.805 NA NA 4.078 4.025 3.910 3.661 3 370

White .... ,.. . 4,852 4.599 5.227 5.223 5.226 5.325 5.587 2.490 2.564 3.286 3.361 3.193 3.012 2.611

Black ... , .. . 106 119 146 126 134 162 191 114 120 122 147 121 105 110

Hispanic .. ... , . 125 157 163 201 163 161 168 31 46 81 94 82 70 80

Asian 197 231 278 285 246 352 416 95 89 126 141 175 145 155

Computer sciences , 4.030 4.260 5.137 5.755 6.109 7.529 8.065 NA NA 6.817 7.787 8.721 9.863 10.377

White . .. 2.513 3.161 3.850 4.415 4.736 5.557 6.182 3.090 3,250 5.375 5.781 6.153 7.180 7.459

Black...,, ..... 38 70 116 117 128 154 228 79 119 233 253 249 303 282

Hispanic ... . 30 37 86 83 97 106 152 38 36 90 1 1 1 1 1 1 229 211

Asian . . , . . 142 199 279 442 453 597 727 253 306 366 363 437 778 818

Life sciences .. .... 59,226 58,183 56.343 55.139 55.890 55.112 55.054 NA NA 23.800 24.873 25.300 25.990 27.380

White .. . 48.155 45.304 48,644 48.869 49.474 47,680 47.801 15,902 15.540 20.723 21.657 21.981 22.048 23.362

Black ..... . . 1,346 1.203 1.399 1.367 1.377 1.457 1.441 765 680 861 1.045 1.115 1.119 1.112

Hispanic . 1,357 855 1,236 1.604 1.657 1.908 1.916 368 307 433 576 529 576 645

Asian , . 1.545 1,321 1.559 1,603 1.756 1.831 2.127 381 312 475 522 474 510 529

Psychology .. 20.526 20.712 20.216 20.403 20.653 20.476 20.993 NA NA 7.759 7.488 8.135 8.784 8.491

White . . 14.764 13.062 15.574 17,311 17.255 17,242 17,659 4.233 3.991 6.361 6.146 6.337 6.897 6.762

Black .. , 830 788 802 862 863 825 835 194 263 329 406 449 373 361

Hispanic ... . 846 871 936 897 938 917 1.037 199 187 304 370 421 462 423

Asian .. . 247 291 274 289 321 341 389 41 43 78 84 89 99 99

Social sciences 41,835 41.114 39.306 37.747 36.953 35.940 35.923 NA NA 27.108 26.406 25.147 25.341 25.343

White .. , . 31,366 28.943 31,282 31.059 30.252 29.470 29.594 17,279 15.949 20.357 20,627 19.479 20,294 20.480

Black ..... 2.523 2.495 2.658 2.507 2,335 2,314 2,175 2.109 1.886 2.148 2,275 1.930 1.928 1.978

Hispanic .. 1,216 1.278 1,546 1.647 1.636 1573 1.595 775 1.156 1.519 1.556 1.396 1.204 1.200

Asian . .... 828 928 880 904 990 1,000 1.120 360 447 502 474 484 504 467

Total engineering 24.436 25,616 27.875 31.110 31.962 32.203 33,298 NA NA 26.253 28.696 29.331 31.287 32.680

White ... . 18.341 18,039 21.152 24.524 25.169 24.949 26,258 17.023 17.265 18.888 21.535 21.599 22,813 24.387

Black .. 436 394 473 610 659 661 727 398 387 511 599 662 589 601

Hispanic 562 479 570 744 729 727 852 428 390 424 587 685 627 715

Asian 1.484 1.068 1.322 1,637 2.076 2.499 2.749 1.017 944 1.087 1,239 1,270 1.816 1.955

SOURCE. National Science Foundation. Academic Science, Engineering. Graduate Enrollment Fall 1986 (forthcoming), unpublished data
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Appendix table 2.4. Full-time S1E graduate students in doctorate-granting institutions, by field and citizenship:
1980-86

Field and citizenship 1980 1981 1982 1983 1984 1985 1986
Total science and engineering 230,535 234,194 236,939 243,540 246,718 251,147 259,980Foreign 48,671 52,601 55.302 59,898 61,435 66,394 72,809
Total sciences 188,596 189,377 188,252 190,024 191,961 195,207 200,055Foreign 31,168 33,400 34,490 37,492 38,640 42,657 46,182

Physical sciences 22,254 22,600 23,330 24,492 25,149 25,967 27,074Foreign 5,586 6,077 6,292 7,041 7,429 8,267 9,152
Environmental sciences 10,265 10,491 10,873 11,466 11,283 10,918 10,909Foreign 1.335 1,465 1,604 1,661 1,553 1,641 1,798
Mathematical sciences 9,368 9,680 10,174 10,312 10,613 11,168 11,767Foreign 3,155 3,521 3,721 4,080 4,347 4,652 4,962
Computer sciences 5,900 6,465 7,908 9,267 10,108 12,433 13,504Foreign 1,870 2,205 2,771 3,512 3,999 4,904 5,439
Life sciences 67,711 67,195 65,653 65,098 66,044 66,112 67,205Foreign 8,485 9,012 9,310 9,959 10,154 11,000 12,151
Psychology 21,580 21,544 21,103 21,309 21,578 21,524 22,007Foreign 1,054 832 887 9C6 925 1,048 1,014
Social sciences 51,518 51,402 49,211 48,080 47,186 47,085 47,589Foreign 9,683 10,288 9,905 10,333 10,233 11,145 11,666

Total engineering 41,939 44,817 48,687 53,516 54,757 55,940 59,925Foreign 17,503 19,201 20.812 22.406 22,795 23,737 26,627

SOURCE National Science Foundation, Academic ScrencelEngrneenng. Graduate Enrollment and Support. Fall 1986 (forthcoming)
See figure 0.20 in Overview
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Appendix table 2-5. S/E graduate students in doctorate and master's granting institutions, by field and enrollment status:
1980-86

Field and enrollment

1980 1981 1982 1983 1984 1985 1986

A. PT A. PT FT PT FT PT FT PT FT PT FT PT

Total science and engineering ... 249.159 133,941 252,997 138,643 255,297 143.685 263.690 149,665 267.320 159,079 270,353 164,269 279.235 166.867

Doctorate-granting ... ..... 230,535 103,134 234,194 105,774 236,939 109.857 243,540 104,523 246,718 116,350 251,147 120.875 259.980 124,223

Master's granting 18.624 30,807 18,803 32.869 18,358 33.828 20.150 35,142 20.602 42.729 19.206 43.394 19.255 42,644

Total sciences 206.052 101,964 206.740 104,421 205.058 109,330 208.497 11,703 210,739 118,8.0 212.865 121,816 217.503 123.305
Doctorate-granting ..... 188.596 74,930 189.377 76.218 188.252 80,366 190,024 81.628 191.961 82.835 195.207 85,431 200.055 87,116
Master's granting 17,456 27,034 17,363 28.203 16,806 28,964 18.473 30,075 18,778 36.005 17.658 36,385 17,448 36.189

Physical sciences .. ... 22.918 4.034 23,308 4,074 24.040 4.159 25,213 4,262 25,874 4.613 26,622 4.573 27,697 5.013
Doctorategranting ... . . 22,254 3,139 22.600 3.180 23.330 3.169 24,492 3.235 25.149 3.264 25,967 3.348 27,074 3.528

Master's granting 664 895 708 894 710 990 721 1.027 725 1.349 655 1.225 623 1.485

Environmental sciences 10.969 3,239 11,038 3,384 11,436 3.738 12.089 3.520 11,714 4,088 11.390 4,351 11.265 4,077

Doctorate-granting 10,265 2.530 10.491 2,572 10.873 2.884 11,466 2,801 11,283 3.043 10.918 3.334 10,909 3,156

Master's granting 704 709 547 812 563 854 623 719 431 1.045 472 1.017 356 921

)-i, Mathematical sciences 9.902 5,458 10,154 5.761 10.823 6,376 10.971 6.472 11,432 6.400 11,963 6.144 12,456 5,923
,o Doctorate-granting 9.368 4,257. 9.680 4,324 10.174 4,584 10.312 4,560 10,613 4,454 11.168 4.100 11,767 3,911

Master's granting ....... 534 1.201 474 1.437 649 1.792 659 1.912 819 1,946 795 2,044 689 2,012

Computer sciences .. . 6,587 6.991 7,445 8.992 9.171 10,641 10,687 12,929 11.328 14.036 13.928 15.594 15.071 15.655
Doctorategranting , .. . 5,900 5.484 6.465 6,676 7.908 7.668 9,267 9.028 10.108 10.258 12,433 11.390 13.504 11.848

Master's granting 687 1,507 980 2,316 1,263 2,973 1.420 3.901 1.220 3.778 1,495 4,204 1,567 3.807

Life sciences 72,409 30.095 72,241 30.883 70,254 32.635 70.111 33.591 70,341 35.207 70,177 36,477 70,929 37,398
Doctorategranting ..... 67.711 22.949 67,195 23.713 65.653 25,050 65,098 26,032 66.044 26.372 66,112 27.177 67,205 28,713
Master's granting ..... ... 4,698 7.146 5,046 7.170 4,601 7.585 5.013 7,559 4,297 8,835 4,065 9.300 3,724 8,685

Psychology 26.692 13,944 26,725 13,966 25,818 14.280 26.749 14.355 27.063 17,242 26,657 17,404 27,085 16.818

Doctorate-granting 21.580 7,804 21,544 7,508 21,103 7,979 21.309 7,739 21,578 8,413 21.524 9,036 22,007 8,752

Master's granting 5,112 6.140 5,181 6,458 4,715 6.301 5,440 6,616 5,485 8.829 5,133 8,368 5,078 8.066

Social sciences 56.575 38,203 55,829 37,361 53,516 37,501 52,677 36,574 52.987 37,255 52,130 37,275 52,999 38.421

Doctorategranting 51,518 28,767 51,402 28,245 49,211 29.032 48.080 28.233 47,186 27,031 47,085 27,046 47,589 27,208

Master's granting 5,057 9,436 4,427 9,116 4,305 8,469 4.597 8,341 5,801 10,224 5.045 10.229 5,410 11,213

Total engineering 43,107 31,977 46,257 34,222 50.239 34.355 55,193 37,962 56.581 40.239 57,488 42,453 61,732 43,562

Doctorategranting 41,939 28,204 44.817 29.556 48.687 29,491 53.516 32,895 54.757 33.515 55,940 35,444 59.925 37,107

Master's granting 1,168 3,773 1,440 4,666 1.552 4,864 1,677 5.067 1,824 6,724 1,548 7.009 1.807 6,455

SOURCE: National Science Foundation, Academic SciencelEngineenng, Graduate Enrollment and Support, Fall 1986 (forthcoming)
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Appendix table 2-6. SIE postdoctorates in doctorate-granting institutions by field: 1980-86

Field 1980 1981 1982 1983 1984 1985 1986

Average annual
Percent change

1985.86 1980.86

Percent
Total sciences and engineering 18,411 19,646 19,366 20,761 21,587 22,598 24.136 6.8 4.6

Total sciences 17,433 18,606 18,388 19,659 20,392 21,249 22,716 6.9 4.5
Physical sciences 4,264 4,462 4,281 4,444 4,386 4,517 4,813 6.6 2.0Environmental sciences 308 339 335 415 488 375 418 11.5 5.2Mathemat'cal sciences 162 133 194 170 203 226 201 11.1 3.7Computer sciences 43 34 46 82 63 74 74 0.0 9.5Life sciences 11,743 12,855 12,725 13,756 14,473 15,191 16,328 7.5 5.6Psychology 475 471 520 435 422 498 526 5.6 1.7Social sciences 438 332 287 357 357 368 356 3.3 - 3.4

Total engineering 978 1,040 978 1 102 1,195 1,349 1,420 5.3 6.4

SOURCE' National Science Foundation. Academic SciencelEngineenng Graduate Enrollment and Support: Fall 1986 (forthcoming)
See figures 2.1 and 2-20.
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Appendix table 2-7. SIE graduate students in all institutions, by gender: 1980-86

Field 1980 1981 1982 1983 1984 1985 1986

Average annual
percent change

1985.86 1980-86

-Percent
Total sciences and engineering 383,100 391,640 398,982 413,355 426,399 434,622 446,102 2.6 2.6Male 249,328 249.471 252,179 259,961 265,711 270,958 277,337 2.4 1.8Female 133,772 142,169 146,803 153,394 160,688 163,664 168,765 3,1 3.9
Total sciences 308,016 311,161 314,388 320,200 329,579 334,681 340,808 1.8 1.7Male 180,747 176.923 176,558 177,168 180,042 182,997 185,277 1,2 0.4Female 127,269 134,238 137,830 143,032 149,537 151,684 15,531 2.5 3.4

Physical sciences 26,952 27,382 28,199 29,475 30,487 31,194 32.710 4,9 3.3Male 22.352 22,366 22,776 23,594 24,201 24,636 26,712 4.4 2.4Female 4,600 5,016 5,423 5,881 6.285 6,559 6,998 6.7 7.2
Environmental sciences 14,208 14,422 15,174 15,609 15,803 15,741 15,342 2.5 1.3Male 10,940 10,945 11,393 11,634 11,849 11,724 11,328 3.4 0.6Female 3,268 3,477 3,781 3,975 3,954 4.017 4,014 - 0.1 3.5
Mathematical sciences 15,360 15,915 17,199 17,443 17,831 18,106 18,379 1.5 3.0Male 11,272 11,419 12,109 12,222 12,562 12,574 12,795 1.8 2.1Female 4,088 4,496 5,090 5,221 5,269 5,532 5.584 0.9 5.3
Computer sciences 13,578 16,437 19,812 23,616 25,364 29,522 30.726 4.1 14.6Male 10,491 12,228 14,366 16,968 18,659 22,326 23,266 4.2 14.2Female 3,087 4,209 5,446 6.648 6,705 7,196 7,460 3.7 15.8
Life sciences 102,504 103,124 102,889 103,702 105,548 106,653 108,328 1.6 0.9Male 51,062 49,353 47,646 46,754 46,759 46,734 47,043 07 -1,4Female 51,442 53,771 55,243 56.948 58,788 59,919 61,285 2.3 3.0
Psychology 40,636 40,691 40,098 41,104 44,305 44,060 43,903 0.4 1.3Male 19,036 17,902 16,980 16,706 17,170 16,609 16,088 3.1 - 2.8Female 21,600 22,789 23,118 24,398 27,135 27,452 27,815 1.3 4.3
Social sciences 94,778 93,190 91,017 89,251 90,242 89,405 91,420 2.3 -0.6Male 55,594 52,710 51,288 49,290 48,842 48,396 49,045 1.3 -2.1Female 39,184 40,480 29,729 39.961 41,400 41,009 42,375 3.3 1.3

Total engineering 75,084 80,479 84,594 93,155 96,820 99,941 105,294 5.4 5.8Male 68,581 72,548 75,621 82,793 85,669 87,961 92,060 4.7 5.0Female 6,503 7,931 8,973 10,362 11,151 11,980 13,234 10.5 12.6

SOURCE National Science Foundation. Academic Science,Engineering Graduate Enrollment and Support. Fall 1986 (forthcoming)
See figure 2-1.
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Appendix table 2-8. Region of origin of foreign students in the United States: 1974/75 to 1985/86

Academic year Total' Africa Europe
Latin

America
Middle
East

North
America Oceania

South and
East Asia

1974/75 154,580 18.400 13,740 26,270 23,910 8,630 2,650 58.460

1975/76 179,340 25,290 14,400 29,820 32,590 9.720 2,740 64,540

1976/77 203,070 25,860 16,700 37,240 38,490 11,420 3,150 70.020

1977/78 235,510 29,560 19,310 38.840 57,210 12,920 3,810 73,760

1978/79 263,940 33,990 21,690 41,120 70,430 15,520 4,150 76,850

1979/80 286,340 36,180 22,570 42,280 83,700 15,670 4, 40 P1,730

1980/81 311,880 38,180 25,330 49,810 84,710 14,790 4,1b0 94,640

1981/82 326,300 41,660 28,990 55,360 74,390 15,460 4,000 106,160

1982/83 336,990 42,690 31,570 56,813 67,280 14,570 4,040 119,650

1983/84 338,890 41,690 31,860 52,350 60,660 15,670 4,090 132,270

1984/85 342,110 39,520 33,350 48,560 56,580 15,960 4,190 143,680

1985/86 343,777 34,190 34,310 45,480 52,720 16,030 4,030 156,830

Percentage distribution

1974/75 100.0 11.9 8.9 17.0 15.5 5.6 1.7 37.8

1975/76 100.0 14.1 8.1 16.6 18.2 5.4 1.5 36.0

1976/77 100.0 12.7 8.2 18.4 18.9 5.6 1.6 34.5

1977/78 100.0 12.6 8.2 16.5 24.3 5.5 1.6 31.3

1978/79 100.0 12.9 8.2 15.6 26.6 5.9 1.6 29.1

197 )/80 100.0 12.6 7.9 14.8 29.2 5.4 1.4 28.6

1980/81 100.0 12.2 8.1 16.0 27.2 4.7 1.3 30.4

1981/82 100.0 12.8 8.9 17.0 22.8 4.7 1.2 32.5

1982/83 100.0 12.7 9.4 16.9 19.9 4.3 1.2 35.5

1983/84 100.0 12.3 9.4 15.5 17.9 4.6 1.2 39.0

1984/85 100.0 11.6 9.7 14.2 16.5 4.7 1.2 42.0

1985/86 100.0 9.9 10.0 13.2 15.3 4.7 1.2 45.6

' Details may not add to totals, which include foreign students of unknown origin,

SOURCE: Institute of International Education. Open Doors (annual, 1972-1986. HE. 809 United Nations Plaza. New York.N.Y 10017)
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Appendix table 2-9. Doctorates from U.S. universities: 1960-86

Year Total NonS/E
Total

SE
Total

sciences
Total

engineering
Physical
sciences

Mathematical
sciences

Computer
sciences

Life
sciences Psychology

Social
sciences

1960 9,733 3.470 6,263 5,469 794 1,861 291 NA 1.660 772 8851961 10,413 3,692 6,721 5.781 940 1,993 332 NA 1.682 820 9541962 11,500 4,062 7,438 6,222 1,216 2,097 388 NA 1,867 856 1.0141963 12,728 4.509 8,219 6,862 1.357 2,427 483 NA 1.976 890 1,0861964 14,325 5,101 9,224 7.560 1,664 2,527 588 NA 2,219 1,013 1.213
1965 16.340 5.864 10,476 8,402 2.074 2,865 685 NA 2,539 954 1,3591966 17,949 6.491 11,458 9.157 2.301 3,059 769 NA 2.711 1.139 1,4791957 20.403 7,421 12,982 10.378 2,604 3.503 830 NA 2,966 1,295 1.7841968 22,936 8,488 14.448 11,593 2,855 3,681 971 NA 3,511 1.464 1.9661969 25.743 9,704 16,039 12,774 3,265 3,935 1.070 NA 3.815 1,766 2,188
1970 29.498 11,755 17,743 14.309 3,434 4,403 1.225 NA 4,165 1,890 2,6261971 31,867 12.918 18,949 15,451 3,498 4,501 1,238 NA 4,557 2,145 3,010

nioni

1972
1973

33,041
33,755

14,034
14,754

19,007
19,001

15,504
15.637

3,503
3,364

4,257
4.078

1,281
1,233

NA
NA

4,454
4,503

2,279
2,458

3,233
3,3651974 13,047 14,734 18,313 15,166 3,147 3,765 1,211 NA 4,304 2,598 3,288

1975 32.951 14,593 18,358 15,356 3,002 3.710 1,147 NA 4,402 2,751 3,3461976 32,946 15,082 17,864 15.030 2,834 3,506 1,003 NA 4,361 2,883 3,2771977 31.716 14.299 17,417 14,774 2,643 3,415 933 31 4,266 2,990 3,1391978 30,875 13,827 17,048 14,625 2.423 3.234 838 121 4,369 3,055 3,0081979 31,237 13,992 17,245 14,755 2,490 3,320 769 210 4,501 3,091 2,864
1980 31,017 13,818 17,199 14,720 2.479 3,149 744 218 4,715 3,098 2,7961981 31,353 13,720 17,633 15,105 2,528 3,210 728 232 4,786 3,358 2,7911982 31,096 13,470 17,626 14,980 2,646 3,351 720 220 4,841 3.158 2,6901983 31,216 13,284 17,932 15,151 2,781 3,439 701 286 4,749 3,308 2,6661984 31.277 13,208 18,069 15,156 2,913 3,459 698 295 4,869 3,223 2,6091985 31,211 12,770 18,262 15,095 3,167 3,534 688 311 4,882 3,072 2,6081986 31,770 12,978 18,792 15,416 3,376 3,679 730 399 4,790 3,071 2,747

Note: NA Available

SOURCE National Science Foundation. Division of Science Resources Studies. Science and Engineering Education Sector Studies Group. unpublished data
See figure 2.3 and table 0.2 in Overview.
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Appendix table 2-10. Academic degrees awarded by degree level, S/E and non- SIE, and gender: 1960-86

Bachelors Masters Doctorates

Number Percent Number Percent Number Perce nt

Year Total SIE Female S,E Female Total S,E Female &E Female Total S/E Female S E Female

1960 394.889 120.937 19.362 31 16 74.497 20.012 2.074 27 10 9.733 6.263 443 64 7

1961 401.784 121.660 20.595 30 17 78.269 22.786 2.464 29 11 10.413 6.721 494 65 7

1962 420.485 127.469 23.485 30 18 84.889 25.146 2.812 30 11 11.500 7.438 537 65 7

1963 450.592 135.964 27.099 30 20 91.418 27.367 3.124 30 12 12.728 8.219 598 65 7

1964 ... ..... _ _ 502.104 153.361 32.473 31 21 101.222 30.271 3.567 30 12 14.325 9.224 692 64 8

1965 538.930 164.936 36.213 31 22 112.195 33.835 4.082 30 12 16.340 10.476 744 64 7

1966 ..... . 555.613 173.471 39.482 31 23 140.772 38.083 4.882 27 13 17.949 11.458 909 64 8

1967 594.862 187.849 44.002 32 23 157.892 41.800 5.717 26 14 20.403 12.982 1.086 64 8

1968 671.591 212.174 53.463 32 25 177.150 45.425 6.512 26 14 22.936 14.448 1.298 63 9

1963 . - .. .. . , 769.683 244.519 63.196 32 26 194.414 48.425 7.314 25 15 25.743 16,039 1.483 62 9

1970 833.322 264.122 68.878 32 26 209.387 49.318 8.577 24 17 29.498 17.743 1.626 60 9

t...) 1971 - . - . ...... 884.386 271.176 72.996 31 27 231,486 50.624 8.658 22 17 31.867 18.949 1.941 59 10
t5
f.., 1972 ..... . . . . . . 937.884 281.228 77.671 30 28 252,774 53.567 9.557 21 19 33.041 19.007 2.103 58 11

1973 - - . ..... - 980.707 295.391 83.839 30 28 264,525 54.234 9,760 21 18 33.755 19.001 2.450 56 13

1974 1.008.654 305.062 91.793 30 30 278.259 54.175 10.545 19 19 33.047 18.313 2.607 55 14

1975 987.922 294.920 93.342 30 32 293.651 53.825 11.005 18 20 32.951 18.358 2.836 56 15

1976 .... . 997.504 292.174 95.597 29 33 313.001 54.747 12.072 17 22 32.946 17.864 2.981 54 17

1977 ... ..... . . 993.008 288.543 97.453 29 34 318.241 56.731 13.154 18 23 31.716 17.4 KG 3.106 55 18

1978 997.165 288.167 100.060 29 35 312.815 56.237 13.690 18 24 30.875 17.048 3.313 55 19

1979 1.000.562 288.625 102.292 29 35 302,075 54.456 14.040 18 26 31.237 17.245 3.583 55 21

1980 _ .... 1.010.777 291.983 105.974 29 36 299.095 54.391 14.383 18 26 31.017 17.199 3.801 55 ,r10

1981 1.019.246 294.867 108.442 29 37 296,798 54.811 15.014 18 27 31.353 17.633 4.023 56 .-
1982 1.036.597 302,118 113.161 29 37 296.580 57.025 15.976 20 28 31.096 7.626 4.143 57 24

1983 1.054.242 307.225 115.611 29 38 290.931 58.868 17.081 20 29 31.216 17.934 4.468 57 25

1984 - - ....... . .. 986.345 314.656 118.016 32 38 285.462 59.569 17.675 21 30 31.277 18.069 4.568 58 25

1985 1.066.439 321.739 121.439 30 38 287,213 61.278 18.298 23 30 31.211 18.262 4.655 59 25

1986 _ . . _ NA NA NA NA NA NA NA NA NA NA 31.770 18.792 4.906 59 26

SOURCE Bachelor and Masters oegrees. 19b0-1980 National 61.1erie Fuundaliuri, awerme aria Engineering Degree igbs) ialle ',NSF 82 30;r. Bac,helui and Mastei s degrees 1980 85, and a'l Pt, 0 s

National Science F .indation, Division of Science Resources Studies St..ene and Engineering Education Sector Studies Group unpublished tabulations
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Appendix table 2-11. Median total years from receipt of baccalaureate to earning the doct mate: 1960-84

Field of doctorate

Year of doctorate

1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984
Total Ph.D s

Men
Women

8.77
8.54

12.16

8.83
8.57

12.01

8.37
8.09

11.92

8.16
7.91

10.86

8.11

7.88
10.29

7.88
7.64
9.63

8.19
8.00
9.68

8.51

8.34
9 41

8.64
8.37
9.72

8.90
8.55

10.07

9.27
8.77

10.53

9.06
8.99

10.99

10.00
9.31

11.60
Physical sciences 6.49 6.51 6.18 6.04 6.02 6.11 6.53 6.78 6.74 6.98 6.85 6.89 7.20Men 6.48 6.53 6.17 6.04 6.00 6.08 6.52 6.79 6.74 7.01 6.88 6.89 7.23Women 7.08 6.25 6.50 6.17 6.46 6.71 6.65 6.58 6.65 6.77 6.65 6.87 7.05
Engineering 7.36 7.07 6.97 6.99 7.07 6.93 7.46 7.62 7.46 7.50 7.63 7.97 7.99Men 7.36 7.05 6.97 6.98 7.07 6.92 7.46 7.63 7.46 7.50 7.65 8.00 8.02Women 12.00 10.00 7.50 7.83 6.50 8.00 7.50 7.00 7.57 7.40 6.58 7.62 7.37
Life sciences 7.96 7.82 7.40 7.34 7.13 6.63 6.99 7.20 7.28 7.32 7.37 7.61 8.10Men 7.89 7.73 7.30 7.32 7.15 6.61 6.97 7.22 7.27 7.21 7.26 7.50 8.04Women 8.91 8.90 8.48 7.50 7,02 6.77 7.10 7.12 7.34 7.83 7.76 7.94 8.51
Social sciences 8.75 9.02 8.18 7.64 7,70 7.31 7.47 7.72 7.75 8.13 8.59 9.15 9.68Men 8.62 8.86 8.00 7.45 7,58 7.22 7.35 7.72 7.69 8.05 8.45 8.97 9.56Women 9.81 10.44 9.70 9.27 8.34 7.85 8.03 7.73 7.94 8.31 8.87 9.54 9.92
Humanities 10.05 10.32 9.91 9.83 9.47 9.07 8.99 9.30 9.70 10.18 10.61 11.16 11.48Men 9.92 10.06 9.71 9.55 9.26 8.88 8.86 9.21 9.58 9.95 10.29 10.79 11.18Women 11.67 12.14 11.19 11.08 10.45 9.73 9.44 9.52 9.95 10.53 11.21 11.70 11.94
Education 12.89 12.76 13.50 14.25 13.94 12.68 12.53 12.38 12.65 12.71 13.15 13.60 14.63Men 12.21 12.31 13.00 13.90 13.33 12.28 12.14 12.14 12.52 12.39 12.87 13.16 14.19Women 26.61 23.00 28.29 23.75 23.50 14.94 14.45 13.35 13.00 13.31 13.53 14.16 15.09
Professional fields 11.80 10.84 10.95 10.77 10.92 10.15 9.72 9.79 10.31 10.73 11.05 11.58 12.23Men 10.63 10.18 10.47 10.05 10.55 9.79 9.27 9.63 10.07 10.45 10.93 11,59 11.78Women 47.51 20.37 15.50 28.42 19.99 21.63 17.21 12.31 11.27 11 35 11.74 11.56 13.29

SOURCE: National Research Council. Doctorate Recipients from U.S Universities, various issues
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Appendix table 2-12. Enrollment and source of support of full-time S)E graduate students in doctorate-granting
institutions: 1980-86

Field and support 1980 1981 1982 1983 1984 1985 1986

Average annual
percent change

1985.86 1980.86

-Percent
Total science and engineering . 230.535 234.194 236.939 243.540 246.718 251.147 259.980 3 5 2.0

Federal ...... . . 52.939 50.897 47.206 47.415 47,687 48.964 51.367 4.9 0.5

Institutional support .... 86.715 90.261 93.244 96.108 100.001 102.325 107.479 5.0 3.6

Other outside support .. 21.066 22.382 23.630 24,430 24.535 26.427 26.718 1,1 4.0

Self support ... 69.815 70.654 72.859 75,587 74.495 73.431 74.416 1,3 1.1

Total sciences .. , . 188.596 189.377 188.252 190.024 191,961 195.207 200.055 2,5 1.0

Federal 41,832 39.974 36.201 35.499 36.179 37.771 39.002 3.3 1.2

Institutional support 74,081 76,161 78.075 79.869 82.774 84.049 87,502 4,1 2.8

Other outside support 14.914 15.500 15.993 16.463 15.991 16.911 16.519 2.3 1.7

Self support 57.769 57.742 57.983 58.193 57.017 56.476 57.032 1.0 0.2

Physical sciences 22.254 22.600 23,330 24.492 25.149 25.967 27,074 4.3 3.3

Federal ........... . 7.655 7.899 7.644 8,050 8.551 8.723 9.434 8,2 3.5

Institutional support 11.928 11.924 12.581 13.160 13.283 13.565 14.018 3 3 2.7

Other outside support 1.307 1,416 1.740 1,688 1.791 2.046 1.907 6 8 6.5

Self support 1.364 1.361 1.365 1.594 1.524 1.633 1.715 5 0 3 9

Environmental sciences 10.265 10.491 10.873 11.466 11.283 10.918 10,909 0.1 1.0

Federal 3.369 2.965 2.808 2.845 2,822 2.939 3.015 2,6 1.8

Institutional support 3.648 3.916 4,097 4.075 4.179 3.983 4,166 4.6 2.2

Other outside support 1.042 1.129 1.199 1.259 1.224 1.385 1.227 11.4 2.8

Self support 2.206 2.481 2.769 3.287 3.058 2.611 2.501 4 2 2.1

Mathematical sciences......, 9.368 9.680 10.174 10.312 10.613 11.168 11,767 5.4 3.9

Federal 842 782 802 747 755 930 992 6,7 2 8

Institutional support - ..... 6.340 6.457 6.827 7.119 7.389 7,766 8.182 5.4 4.3

Other outside support 519 526 536 507 626 543 587 6.1 2.1

Self support 1.667 1.915 2.009 1.939 1.843 1.929 2.006 4.0 3.1

Computer sciences ..... 5.900 6.465 7.908 9.267 10.108 12.433 13.504 8.6 14.8

Federal .... , .... ...... .. 879 944 973 1.045 1.215 1.568 1.818 15.9 12.9

institutional support ...... 1.961 2,314 2.579 3.072 3.486 4.089 4.315 5.5 14.0

Other outside support .. 602 598 670 689 705 1.264 1.424 12.7 15.4

Self support 2,458 2.609 3.686 4.461 4.702 5.512 5,947 7.9 15 9

Agricultural sciences 9.591 9.630 9.500 9.397 9.327 8.723 8,858 1.5 1.3

Federal 1.778 1.710 1,654 1.510 1.350 1.504 1,603 6 6 1.7

Institutional support .... 3.359 3.448 3.444 3.576 3.821 3.369 3.517 4.4 0.8

Other outside support 2.023 2.116 2.008 2.090 1.942 1.852 1,755 5.2 -2.3

Self support 2.431 2,356 2.394 2.221 2,214 1.998 1.983 -0.8 - 3.3

Biological sciences 35.817 35.454 35.226 35.148 35.833 35.983 36.916 2.6 0.5

Federal 10.725 10.505 10.055 10,131 10.456 10.763 11.205 4.1 0.7

Institutional support . , 15.546 15,674 15.796 15.843 16.419 16,465 17.101 3.9 1.6

Other outside support , 2.731 2,746 3.053 3.160 3.093 3,250 3.094 4.8 2.1

Self support 6.815 6.529 6.322 6.014 5.865 5.505 5.516 0.2 3.5

Health sciences 22.303 22.111 20.927 20.553 20.884 21.406 21.431 0.1 -0.7

Federal 8.184 7.653 6,120 5.556 5.563 5.966 5,797 2.8 5.6

Institutional support .. 4.437 4.314 4.612 4.673 5.114 5.380 5.653 5.1 4,1

Other outside support 1.197 1.257 1.270 1.559 1.597 1.636 1.573 3.9 4.7

Self support .. ........ ... 8,485 8,887 8.925 8.765 8,610 8.424 8,408 0.2 0.2

Psychology .. . . 21.580 21.544 21.103 21,309 21.578 21,524 22.007 2.2 0.3

Federal ........ ... , 3,189 2.895 2.283 1.980 1.942 1,958 1.893 3.3 8.3

Institutional support . 7,869 8.614 8.557 8,778 9.229 9,540 9,922 4.0 3.9

Other outside support .. 1.438 1,505 1,377 1,316 1.325 1.326 1,327 0.1 1.3

Self support 9.084 8.530 8.886 9.235 9.082 8,700 8,865 1.9 0.4

Social sciences ......... ... 51,518 51.402 49,211 48,080 47,186 47,085 47,589 1.1 1.3

Federal 5.211 4,621 3.862 3.635 3,525 3.420 3.245 5.1 7.6

Institutional support 18.993 19.500 19,582 19,573 19.854 19.892 20,628 3.7 1.4

Other outside support 4.055 4,207 4.140 4.195 3.688 3,609 3.625 0.4 1.9

Self support 23.259 23,074 21,627 20.677 20,119 20.164 20.091 0.4 2.4

Total engineering ... 41,939 44,817 48,687 53.516 54.757 55.940 59,925 7.1 6.1

Federal 11,107 10.923 11,005 11.916 11,508 11.193 12,365 10.5 1 8

Institutional support . 12,634 14.100 15.169 16.239 17,227 18.276 19,977 9 3 7.S'

Other outside support .. 6,152 6.882 7,637 7,967 8,544 9.516 10,199 7.2 8.8

Self support 12.046 12.912 14,876 17.394 17,478 16.955 17,384 2.5 6 3

SOURCE NabonaiSoen0DFoundafionAcadenucScmnceEngmeenng Graduate EnrollmentandSupport. Fai17986(fortheommig)

See figure 2.4
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Appendix table 2-13. Full-time SE graduate students in doctorate-granting institutions, by field and type ofmajor
support: 1980-86

Field and type of major support 1980 1981 1982 1983 1984 1985 1986

Average annual
percent change

1985 86 1980.86

-Percen t------
Total sciences and engineering 230.535 234.194 236.939 243,540 246.718 251.147 259.980 2 0

Fellowships and traineeships , 38.901 37.653 35.979 35.388 35.734 36.888 37.345 I 2 0.7
Research assistantships . 50.781 51.946 51.828 54.146 56.946 60.448 65.560 8 5 4 3
Teaching assistantships 51.838 53.800 56.068 57.872 59.160 60.054 60.927 I 5 2 7
Other types of support . . 19.200 20.141 20.205 20.547 20.383 20.326 21.732 3 I I 8
Self-support , . , 69.815 70.654 72.859 75.587 74.495 73.431 74.416 I3 11

Total engineering 41.939 44,817 48.687 53.516 54,757 55.940 59.925 7 I 6 I
Fellowships and traineeships 4.603 5.032 5.416 5.576 5 596 5.571 5.781 3 8 3 9
Research assistantships 13.928 14,394 14.595 15.581 16.206 17.858 20.407 14 3 6 6
Teaching assistantships ... 7.245 8.155 8.952 9.901 10.369 10.575 10.973 3 8 7 2
Other types of support .. 4,117 4.324 4.848 5.064 5,108 4.981 5.380 4 0 1 8
Self-support 12.046 12.912 14.876 17.394 17.478 16.955 17.384 25 63

Total sciences , ..... , , , 188.596 189.377 188.252 190.024 191.961 195.207 200.055 2 5 10
Fellowships and traineeships 34.298 32.621 30.563 29.812 30.138 31,317 31.564 0 8 1.4
Research assistantships 36.853 37.552 37.233 38.565 40,740 42.590 45.153 6 0 3 4
Teaching assistantships 44.593 45.645 47.116 47.971 48,791 49.479 49.954 1 0 1.9
Other types of support , , 15.083 15.817 15 357 15.483 15.275 15.345 16.352 2.7 1,4
Self-support 57.769 57.742 57.983 58.193 57.017 56.476 57.032 10 02

Physical sciences 22.254 22.600 23.330 24.492 25.149 25.967 27.074 4 3 3 3
Fellowships and traineeships 2.183 2237 2.285 2.288 2.413 2.301 2.376 3 3 1.4
Research assistantships , , 8.258 8.524 8.683 9.060 9,517 10.174 10.847 3 3 1.4
Teaching assistantships , - 9.894 9.976 10.361 10 898 10,979 11.148 11.329 6 6 4 6
Other types of support 555 502 636 652 716 711 807 6 9 5 5
Self-support _ ...._ . ... 1 36,' 1.361 1.365 1.594 1.524 1.633 L715 5 0 3 9

Environmental sciences .. 10.265 10,491 10.873 11,466 11.283 10.918 10.909 0.1 1 0
Fellowships and traineeships 1.107 1.095 1.140 1.147 1.117 1,139 989 13 2 1.9
Research assistantships 3.664 3.402 3.265 3.481 3.506 3.676 3.789 3.1 06
Teaching assistantships , 2.563 2.541 2.737 2.752 2.743 2.541 2.554 0 5 0.1
Other types of support .. . 725 972 S62 799 859 951 1.076 6 4 5 8
Self-support .... . - - . 2.206 2.481 2.769 3.287 3 058 2.611 2.501 42 2.1

Mathematical sciences .. 9.368 9.680 10,174 10.312 10.613 11.168 11.767 5 4 3 9
Fellowships and traineeships . 891 799 788 800 901 992 1.007 1 5 2.1
Research assistantships . 773 732 822 775 846 969 1.017 4.4 4 6
Teaching assistantships . 5.373 5.536 5.817 6.140 6.325 6.553 6 897 5 2 4 2
Other types of support ...
Self - support

664
1.667

698
1.915

738
2.009

658
1.939

698
1.843

725
1.929

840
2.006

7.6
4 0

3 4
3A

Computer sciences . - . .. . , . 5.900 6.465 7.908 9.267 10,108 12.433 13.504 8 6 14 8
Fellowships and traineeships 367 473 463 524 612 807 893 10 7 16 0
Research assistantships 1,023 1.068 1.151 1.367 1.582 2.020 2.284 13,1 14 3
Teaching assistantships 1.409 1.742 1.955 2.311 2.646 3.089 3.109 0 6 14.1
Other types of support 643 573 653 604 566 1.005 1.271 11 9 10 2
Self-support . , .. , 2.458 2.609 3 686 4.461 4.702 5.512 5.947 7 9 15 9

Agricultural sciences . . 9.591 9.630 9.500 9 397 9.327 8.723 8 858 1 5 ' 3
Fellowships and traineeships 772 793 779 759 666 657 649 1 2 2 9
Research assistantships . . 4.484 4.647 4.558 4.509 4.612 4.308 4.612 7 1 0 5
Teaching assistantships .... 888 805 883 879 837 824 752 8.7 2 7
Other types of support .. 1,016 1.029 886 1.029 998 936 862 8 0 2 4
Self-support 2.431 2.356 2.394 2.221 2.214 1.998 1.983 0 8 3 3

Biological sciences .. .... 35.817 35.454 35.226 35,148 35.833 35.983 36.916 2 6 0 5
Fellowships and traineeships 8,160 7.967 7.845 7.928 8.122 8.343 8.606 3 2 0 9
Research assistantships ... 9.545 9 801 9.774 9.986 10 820 11.189 12.059 72 4 0
Teaching assistantships . 9.120 9.037 9.155 8.956 8.914 8.936 8 609 3 7 1 0
Other types of support .. 2.177 2.120 2.130 2.264 2.112 2.010 2.126 2/ 03
Self support . . , .. . 6,815 6.529 6.322 6.014 5.865 5.505 5.516 0 2 3 5

Health sciences . . 22,303 22.111 20.927 20.553 20.884 21.406 21.431 0 1 0 7
Fellowships and Iraineeships 8.034 7.691 6.704 6.033 6.034 6.505 6.318 2 9 3 9
Research assistantships 1,448 1,477 1.493 1.567 1.797 2.160 2.320 7 4 8 2
Teaching assistantships 1.960 1.949 2.071 2.077 2.210 2.188 2.288 4 6 2 6
Other types of support 2.376 2.107 1.734 2,111 2.233 2.129 2.097 4 4 1 8
Self-support . , . . 8.485 8.887 8.925 8/65 8.610 8.424 8.408 02 02

Psychology . , . - 21,580 21.544 21.103 21.309 21.578 21.524 22.007 2 2 0 3
Fellowships and traineeships 3.447 3.167 2.915 2.546 2.635 2.769 2.588 6 5 4 7
Research assistantships 2.342 2.664 2.510 2,657 2.762 2.867 2.889 0 8 3 6
Teaching assistantships 4.424 4.604 4.550 4.640 4,669 4,817 4.974 3 3 2 0
Other types of support . 2,283 2.579 2.242 2.231 2.430 2.371 2.691 6 6 2 2
Selfsupporl 9.084 8.530 8 886 9.235 9 082 8.700 8.865 I 9 0 4

Social sciences .. 51.518 51.402 49.211 48.080 47.186 47.085 47,589 1 1 1 3
Fellowships and traineeships 9.337 8,399 7.644 7.787 7.638 7.804 8.138 4 3 2 3
Research assistantships 5.316 5,237 4.977 5,164 5,298 5 227 5.341 2 2 0 1
Teaching assistantships . 8.962 9.455 9.587 9.318 9.468 9.383 9.442 0 6 0 9
Other types of support 4.644 5.237 5.376 5,134 4.663 4507 4.577 03 02
Self support , . . , 23.259 23,074 21.627 20.677 20.119 20.164 20.091 0 4 2 4

SOURCE National Spence Foundation Aeadenet Science Engineering Graduate Enrollment and Support Fait *86 ktottheonuntp
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Appendix table 2-14. Baccalaureate sources of 1984 S/E doctorate recipients, by institutional type

Field Total

Total
Classified

Research
institutions

Other
doctorate-
granting

institutions
Comprehensive

institutions

Liberal
arts

colleges
Specialized
institutions

Percent of classified institutions

Physical sciences 3,212 3,212 31.3 27.1 25.1 14.2 2.3

Physics and astronomy 767 767 42.8 25.9 18.8 9.4 3.1

Chemistry 1,373 1,373 21.8 28.0 31.8 16.9 1.4

Earth, atmospheric and marine sciences. 486 486 34.8 27.4 19.8 14.8 3.3

Mathematics and computer sciences 586 586 35.5 263 22.0 13.8 2.4

Life sciences 4.670 4,661 34.3 31.0 21.4 11.8 1.5

Biological sciences 3,353 3,349 34.7 29.5 22.0 12.9 0.9

Health sciences 588 587 27.4 31.0 24.2 12.3 5.1

Agricultural sciences 729 725 38.2 37.9 16.3 6.2 1.4

Social sciences 4,866 4,860 28.2 29.8 26.2 15.2 0.7

Psychology 2,919 2,916 26.2 29.5 27.8 15.8 0.7

Economics 472 471 33.3 33.8 19.3 13.2 0.4

Anthropology and sociology 714 712 30.5 28.5 24.6 16.2 0.3

Political sciences 396.0 396.0 30.3 29.0 26.3 12.1 2.3

Engineering 1,394 1,394 47.7 31.0 12.3 3.9 5.0

SOURCE: National Research Council. Doctorate Recipients from U.S. Universities. Summary Report 1984, p.13

See figure 2.5. Science & Engineering Indicators-1987
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Appendix table 2-15. Baccalaureate origins of Ph.D.'s for selected categories of undergraduate institutions: pre-1963,
1963-72, 1973-82

Baccalaureate school'

Engineering Physical sciences2 Environmental sciences' Biological sciences Social sciences Non S/E fields
Pre-

1963 1963.72 1973.82
Pre-
1963 1963-72 1973.82

Pre-

1963 1963-72 1973.82
Pre-

1963 1963-72 1973.82
Pre-
1963 1963-72 1973.82

Pre-

1963 1963-72 1973-82

Schools granting doctorates
1981/1982:

Schools granting 40 S/E

Percen

Ph.D:s (171)' ...... 68.4 60.0 44.3 56.9 49.3 43 4 63.1 57.2 53.0 59.8 47.2 48 4 22.3 49.6 47.6 47.3 42.0 39.2Schools granting 40 or fewer S'E
Ph.D 's (143) ....... 1.9 5.8 5.0 5.5 6.8 6.8 3.8 4.7 5.9 5.7 6 3 6.6 5,1 5.7 6 8 7.2 8,7 9.1

Nondoctoral schools 1981/1982:
Schools granting up to Master's

(1.096) 7.5 8.3 7.6 27.7 26.8 25 0 16.6 19.8 22.1 19 8 24.6 25.0 26.7 30.7 30 8 35.7 38.3 38.7Schools granting Bachelor's
(329) 0.3 0.4 0.7 1.5 1.2 1.5 0.4 0.6 0.9 1.0 1.2 1.5 1.1 0.9 1.6 2.0 1.8 2.4Foreign schools (NA) .... . 18 9 24.8 39.3 7.7 14.7 21.3 15.4 168 16.4 12.2 18.3 15.7 8.4 12.0 10.7 5.7 7.4 8 2

'Number of institutions in each category in parentheses.
2Includes physics, mathematics. and chemistry.
3Includes astronomy. atmospheric, earth and ocean sciences.

Note: Data may not add to 100% because defunct and unknown institutions are omitted.

SOURCE: National Research Council and Lois Peters, unpublished tabulations.
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Appendix table 2-16. Type of baccalaureate institution of U83-85 S/E doctorate recipients, by gender and race of
recipients

All
institutions

Type of baccalaureate institution'

I II III IV V
Unclassified
& unknown

Non-U.S.
institutions

All doctorates:
Number 41,249 12,651 11,287 8,898 4,857 690 448 2,418

Percent 100 31 27 22 12 2 1 6

Men:
Number 29,267 9,153 8,160 6,270 2,875 610 323 1,875

Percent 100 31 28 21 10 2 1 6

Women:
Number 11,982 3,498 3,127 2,627 1,982 80 125 543

Percent 100 29 26 22 17 1 1 5

Native American:
Number 99 20 39 24 8 5 2 1

Percent 100 20 39 24 8 5 2 1

Asian:
Number 2,331 525 205 130 99 13 29 1,330

Percent 100 23 9 6 4 1 1 57

Black:
Number 972 196 190 358 162 10 8 48

Percent 100 20 20 37 17 1 1 5

Hispanic:
Number 831 182 158 309 59 11 25 87

Percent 100 22 19 37 7 1 3 10

White:
Number 35,885 11,352 10,429 7,872 4,397 628 319 888

Percent 100 32 29 22 12 2 1 2

Other & unknown
Number 1,131 376 266 205 132 23 65 64

Percent 100 33 24 18 12 2 6 6

'Modified Carnegie Commission classification. See notes on appendix table 2-17

SOURCE: National Science Foundation. Division of Science Resources Studies. Baccalaureate Origins of Science and Engineering Doctorate Recipients

(forthcoming)
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Appendix table 2-17. Baccalaureate origins: producers of baccalaureates receiving 1984 doctorates
Top 30 producers in absolute numbers Top 30 producers relative to total class of 1974 baccalaureates

Institution'
Number of

baccalaureates
Institutional

type2 Institution'
Number of

baccalaureates
Institutional

type2
Univers:1y of CaliforniaBerkeley 364 I. Public California Institute of Technology . 71/195 I. PrivateUniversity of Michigan ,....... ....... 307 I. Public Harvey Mudd College/CA .. 24/71 IV. PrivateUniversity of Illinois 267 I. Public Reed College/OR .. .... ..... .. 43/205 IV. PrivateUniversity of CaliforniaLos Angeles ..... 253 I. Public University of ChicageilL _ , 87/446 I. Private
University of Wisconsin 242 I. Public Swarthmore College/PA , ........ ... . . ... 53/280 IV, Private
Pennsylvania State University 224 I. Public Massachusetts Institute of Technology , .. ',00/1065 I. Private
Cornell University 217 I. Private Haverford College/PA ..... ...... .......... 27/162 IV. PrivateOhio State University . 207 I. Public Oberlin College/OH ........ ,. , 95/623 IV. Private
Michigan State University 202 I. Public Kalamazoo College/MI ............... 32/218 IV. Private
Massachusetts Institute of Technology 200 I. Private Harvard University/MA 157/1122 I, PrivateUniversity of Texas-Austin ...... 197 I. Public Carleton College/MN . 461333 IV, PrivateUniversity of Maryland 192 I. Public Brandeis University/MA 73,531 II, PrivateUniversity of Minnesota . 189 I, Public Princeton University/NJ 127/936 I. PrivateUniversity of Washington 168 I, Public Cornell University/NY ....... , .. 217/1616 I. Private
Rutgers. The State University 166 II. Public Pomona College/CA ........ , ..... ..... 44/331 IV. PrivateHarvard University ......... .... 157 I. Private Barnard College/NY ....... ........ 66/497 IV. Private
Stanford University ....... 156 I, Private Bryn Mawr College/PA ....,........ . 281211 IV, PrivateIndiana University 149 II, Public Wellesley College/MA .. ........ .. 60/467 IV. Private
SUNY-Buffalo 145 II, public St Mary's Seminary & University/MD 6151 IV. Private
University of Pennsylvania 144 I, Private Wesleyan University/CT 46/392 IV. Private
CUNY-Brooklyn 140 III. Public New College/FL ............. ..... 17/147 IV. PrivatePurdue University 138 I. Public Amherst College/MA ..... ..... .. 35,309 IV. PrivateUniversity of Massachusetts 135 II, Public Brown University/RI , ..... 111/1012 II. Private
Brigham Young University ..... , .... 132 IL Private Rice University/TX .. ...... . ........ , . 681650 II, PrivateUniversity of Missouri ....... '32 I, Public Point Loma College/CA 13/126 III. Private
University of CaliforniaSanta Barbara ... 130 II, Public Yale University/CT ....... - . 124/1237 I, Private
Princeton University 127 I. Private Williams Coilege/MA 37/372 IV, PrivateUniversity of Colorado 125 I, Public University of Rochester/NY 116/1171 I. PrivateUniversity of Florida 125 I. Public Grinnell College/IA .,... ....... , 30303 IV. PrivateYale University . ............ 124 I. Private New England Consery Music/MA 5,52 V. Private

' Population limited to institutions granting 50 or more baccalaureate degrees in 1974.
2 Carnegie classification- 1 Research Institutions. II Other Doctorate Institutions, HI Comprehensive Institutions, IV Liberal Arts Colleges. V Other
Specialized Institutions

SOURCE: National Research Council Doctorate Recipents from U.S. Universities. Summary Report 1984, p 18
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Appendix table 2-18. Leading baccalaureate sources of 1984 S/E Ph.D.'s, by
productivity and by institutional type

Ratio of 1984 Ph.D.'s to

Institution' 197e baccalaureates Type'

Physical sciences:
Harvey Mudd College/CA 20/71 IV. Private

California Institute of Technology 41/195 I, Private

Massachusetts Institute of Technology 76,1065 I, Private

Swarthmore College/PA 161280 IV, Private

Reed College/OR 10/205 IV, Private

Carleton College/MN 13/333 IV, Private

University of Chicago/IL 15/446 I, Private

Washington College/MD 5/149 IV. Private

University of California-San Diego 32/991 I, Private

Colorado School of Mines 8i255 V, Public

Engineering:
California Institute of Technology 23/195 I, Private

Massachusetts Institute of Technology 63/1065 I, Private

Stevens Institute/NJ 81256 V. Private

Harvey Mudd College/CA 2/71 IV, Private

Rensselaer Polytechnic Institute/NY 21/805 II, Private

Cornell University/NY 31/1616 I, Private

Carnegie-Mellon University/PA 12/648 II, Private

Worcester Polytechnic Institute/MA 7/392 V, Private

Clarkson College of Technology/NY 10/572 V, Private

Rice University/TX 11/650 II, Private

Life sciences:
Reed College/OR 12/205 IV, Private

University of Chicago/IL 221446 I, Private

Cornell University/NY 73/1616 I, Private

Kalamazoo College/MI 8/218 IV, Private

California Institute of Technology 7/195 I, Private

Thomas Jefferson University/PA 2/58 V, Private

Brandeis University/MA 18/531 II, Private

Harvard University/MA 37/1122 I, Private

Massachusetts Institute of Technology 34/1065 I, Private

St. Johns College/MD 2/63 IV, Private

Social sciences:
St. Mary's Seminary and University/MD 4/51 IV, Private

University of Chicago/IL 29/446 I, Private

Swarthmore College/PA 16/280 IV, Private

Brandeis University/MA 27/531 II, Private

Barnard College-Columbia Univ/NY 25/497 IV, Private

Reed College/OR 10/205 IV, Private

New College/FL 7/147 IV, Private

Sarah Lawrence College/NY 10/219 IV Private

Oberlin College/OH 28/623 IV, Private

Bryn Mawr College/PA 9/211 IV, Private

' Named institutions refer to main campuses, unless otherwise noted. Some institution names have changed
since 1974. Clarkson College of Technology is Clarkson University, New College has affiliated with the University

of South Florida and is a public Other DoctorateGranting Institutions.
2 "Productivity" of 1984 Ph D.s in each held from schools that graduated 50 or more students in any category in

1974

3 See appendix table 2.17 for type classification.

SOURCE. National Research Council, Doctorate Recipients from U.S. Universities, Summary Report 1984,

p. 45
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Appendix table 2-19. Academic' doctoral scientists and engineers, by age and field: 1977, 1981, 1983, and 1985

Fields
Age (years)

Years Number Under 30 30.39 40.49 50.59 60 t

Percent
Total scientists and engineers 1977 157,088 3.4 41.1 29.6 19.0 6.9

1981 179,224 2.5 35.5 32.2 20.7 9.1
1983 187,554 1.8 31.4 34.8 21.6 10.3
1985 202,019 1.6 30.3 35.7 21.0 11.3

Total scientists 1977 141,373 3.5 41.6 28.9 18.8 7.1
1981 161,247 2.6 36.4 31.6 20.1 9.3
1983 167,305 1.8 32.0 34.4 21.3 10.4
1985 180,505 1.5 30.7 36.0 20.4 11.3

Physical scientists 1977 25,556 4.2 41.4 30.7 16.8 6.9
1981 26,786 3.4 30.5 34.5 20.6 11.0
1983 26,453 2.5 24.4 38.8 22.6 11.8
1985 28,206 2.2 25.3 37.2 22.7 12.6

Mathematical scientists 1977 11,781 4.5 48.6 27.9 13.2 5.7
1981 12,274 3.1 35.0 38.3 16.6 7.0
1983 12,770 2.2 28.2 42.3 19.1 8.2
1985 13,027 2.8 25.4 40.1 22.2 9 5

Computer specialists 1977 2,118 4.6 52.2 27.9 13.4 1,3
1981 2,954 3.0 45.4 31.6 15.5 4.,1
1983 3,905 2.1 45.8 32.0 13.1 6.9
1985 5,124 1.9 38.8 40.3 12.9 6.0

Environmental scientists 1977 6,120 1.5 43.1 31.4 18.3 5.6
1981 6,613 3.1 33.3 37.7 17.8 8.1
1983 6,519 1.8 35.3 31.6 21.2 10.1
1985 7,097 1.3 30.6 34.6 23.1 10.2

Life scientists 1977 45,643 3.5 41.7 27.8 19.6 7.3
1981 54,437 2.9 395 29.5 19.7 8.4
1983 J,315 1.9 34.9 32.8 20.7 9.6
1985 61,788 1.4 34.0 345 19.9 10.2

Psychologists 1977 16,572 5.1 41.9 28.0 19.3 5.7
1981 19,034 2.9 41.6 27.9 20.1 7.4
1983 19,377 1.5 37.8 30.5 21.6 8.4
1985 21,493 1.5 36.6 31.6 19.7 10.5

Social scientists 1977 33,583 2.2 38.1 29.5 21.2 8.9
1981 39,149 1.3 33.8 31.2 22.2 11.5
1983 40,966 1.1 29.5 34.1 22.5 12.7
1985 43,770 0.9 27.2 38.1 20.1 13.7

Total engineers 1977 15,715 1.8 36.2 36.0 21.1 4.9
1981 17,977 1.2 27.4 37.8 25.9 7.8
1983 20,249 2.1 26.1 38.2 24.0 9.7
1985 21,514 2.2 27.6 33.1 25.2 11.9

' Includes individuals employed in four-year colleges and universities only.

SOURCE- National Science Foundation, Characteristics of Doctoral Scientists and Engineers in the United States, Detailed Statistical Tables (biennial series)
See figure 2-6.
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Appendix table 2-20. Academic doctoral scientists and engineers, by primary work activity and field: 1981, 1983,
and 1985

Research and development

Fields Total Total

Basic
Research

Applied
Research Development

Management
of R&D Teaching Consulting Other

1981

Total scientists and engineers 179,224 56,813 37,746 13,689 1,015 4,363 99.247 772 22,392

Total scientists 161.247 51.774 36,167 11.344 823 3,440 88,787 562 20,124

Physical scientists ..... 26,786 10,532 7,795 1,650 259 828 14.118 53 2.083

Mathematical scientists 12,274 2,015 1,631 319 21 44 9,152 3 1,077

Computer specialists 2,954 901 389 181 253 78 1,469 63 521

Environmental scientists 6,613 2,754 1,660 642 76 376 3.436 0 423

Life scientists 54A37 27.002 20.156 5.509 123 1,214 20,400 151 6.884

Psychologists 19,034 3,519 2,095 1,116 26 282 11.620 119 3,776

Social scientists 39,149 5,051 2.441 1,927 65 618 28,592 146 5,360

Total engineers 17,977 5,039 1,579 2,345 192 923 10,460 210 2.268

1983

Total scientists and engineers 187,554 57,557 39A43 13,584 1,509 3,021 100.452 684 28,861

Total scientists 167,305 51,667 37,210 11.138 970 2,349 89.233 618 25,787

Physical scientists 26,453 10.224 7,510 1,551 273 890 13,044 30 3,182

Mathematical scientists 12,770 2,108 1,659 348 44 57 9,214 79 1.369

Computer specialists .... 3.905 1.071 488 211 311 61 2,117 33 684

Environmental scientists 6,519 2.572 1,755 564 0 253 3.250 13 684

Life scientists 57,315 27,282 21,078 5,223 225 756 20,805 311 8,917

Psychologists 19.377 3.217 2.040 1,040 24 113 11,478 121 4,561

Social scientists 40,966 5,193 2,680 2,201 93 219 29,325 58 6,390

Total engineers 20.249 5,890 2,233 2.446 539 672 11,219 66 3,074

1985

Total scientists and engineers 202,019 64.487 43,579 15,653 1,318 3,9:7 103,652 1,204 32,676

Total scientists 180,505 58,246 41,194 13,269 914 2.869 91.761 1,064 29,434

Physical scientists 28,206 11,570 8,703 1,745 247 875 13.545 14 ;).077

Mathematical scientists 13,027 2.469 2.089 304 3 73 8,904 119 1,535

Computer specialists 5,124 1.481 744 337 311 89 2,629 68 946

Environmental scientists 7,097 3,051 1,940 721 40 350 3,231 23 792

Life scientists 61.788 30,113 22.749 6,104 252 1,008 20,676 342 10,657

Psychologists 21,493 3,651 2,074 1,447 35 125 11,953 325 5,534

Social scientists 43,770 5,881 2,895 2,611 26 349 30,823 173 6,893

Total engineers 21,514 6.241 2,385 2,384 404 1.068 11,891 140 3,242

SOURCE, Nalsonai Science Foundation, Characteristics of Ducturai St.suntists dtlt1 Eitymeeis ill the Uratea States Delailati Statistical Tablets (biennial series)
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Appendix table 2-21. Academic doctoral scientists and engineers who teach, by field and rank: 1981, 1983, and 1985

Field Total Professor
Associate
Professor

Assistant
Professor Instructor Other

No
report

1981

Total scientists and engineers 130.597 57.295 38,257 28,714 1,237 4,133 326Total scientists 117,417 50.089 34,577 26,774 1,237 3.831 326Physical scientists 18.423 9,938 4,745 2,701 134 686 61
Mathematical scientists 10.804 4.924 3,377 2,125 160 177 25Computer specialists 1.950 579 717 549 30 54 0
Environmental scientists 4,416 1.972 1,319 1.034 6 79 0Life scientists 33,893 13,278 10.248 8.140 535 1.528 89Psychologists 14,902 5.779 4,346 3,876 101 584 100Social scientists 33,029 13.619 9,825 8.349 271 723 51Total engineers 13.180 7.206 3.680 1.940 0 302 0

1983

Total scientists and engineers 135,990 62.358 40,789 26.529 745 4,171 1.398Total scientists 121,088 54.311 36,557 24.267 743 3.918 1,292
Physical scientists 17.656 10.546 4,074 2.281 102 521 132
Mathematical scientists 11,289 5.295 3.523 2,148 115 132 76Computer specialists 2.559 842 898 688 5 117 9
Environmental scientists 4.505 2.073 1.291 957 4 129 51Life scientists 35.415 14.911 10,693 7,497 258 1.669 387Psychologists 14,956 6.157 4.822 3.195 110 429 243Social scientists 34.708 14,487 11,256 7.501 149 921 394Total engineers 14,902 8.047 4,232 2.262 2 253 106

1985

Total scientists and engineers 143.360 64.103 41.265 29,110 1.453 6,550 879
Total scientists 127,583 56228 37,181 25.965 1.451 6.005 753Physical scientists ... .. ................... , .... 18.749 10.677 4,100 2.669 229 947 127

Mathematical scientists 11.567 5.702 3.136 2.292 142 230 65
Computer specialists 3,619 1.009 1,276 1,039 46 247 2
Environmental scientists ........ ........... . ..... 4,550 2.251 1.227 915 26 117 14
Life scientists 35.956 14,683 11.038 7.437 423 2,197 178
Psychologists 16,029 6.649 4,826 3,328 252 822 152
Social scientists 37.113 15.257 11,578 8.285 333 1.445 215Total engineers 15,777 7,875 4,084 3.145 2 545 126

SOURCE' National Science Foundation. Characteristics of Doctoral Scientists and Engineers in the United States. Detailed Statistical Tables (biennial series)
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Appendix table 2-22. Full-time S/E graduate students in doctorate-granting institutions, by gender, support, and field: 1986

Engineering
Physical
sciences

Environmental
sciences

Mathematical
sciences

Computer
sciences

Life
sciences Psychology

Social
sciences

Male Female Male Female Male Female Male Female Male Female Male Female Male Female Male Female

Enrollment 52.760 7.165 21,539 5.535 8.091 2.818 8.599 3.168 10.610 2.894 34.680 32.525 8.890 13.117 26.627 20,962

Support:
Federal 11,043 1.322 7,714 1.720 2.277 738 808 184 h588 230 9.187 9,418 792 1.101 1.769 1 476

DOD 3.783 310 966 176 383 70 363 66 898 116 264 167 73 59 124 26

HHS 448 142 1,442 550 19 20 13 11 40 5 5.669 6.774 376 568 153 390

NIH 366 118 1.310 517 13 11 11 8 39 4 5.115 3.746 237 348 86 191

Other HHS 82 24 132 33 5 9 2 3 1 1 554 3.028 139 220 67 199

NSF 2.744 367 3.063 598 1.010 340 289 68 452 75 716 483 96 135 228 140

Other federal ..... 4.068 503 2.243 396 8G6 308 143 39 198 34 2.538 1.994 247 339 1,264 920

Institutional support 17.440 2.537 10,917 3.101 2.972 1.194 5.911 2,271 3.368 947 14.575 11.696 3.944 5.978 11,950 8.678

Other outside support . 9.131 1.068 1.518 389 995 232 484 103 1.160 264 4.195 2.227 573 754 2.482 1,143

Other U.S 7,127 957 1,234 332 716 197 197 48 926 225 2.389 1.716 539 727 1,113 790

Foreign 2.004 111 284 57 279 35 287 55 234 39 1.806 511 34 27 1.369 353

Sellsupport 15.146 2.238 1.390 325 1.847 654 1.396 610 4,494 1A53 6.723 9.184 3.581 5,284 10.426 9,665

Percent

Enrollment 88.0 12.0 79.6 20 4 74.2 25.8 73.1 26.9 78.6 21.4 51.6 48.4 40.4 59.6 56.0 44.0

Support:
Federal 89.3 10.7 81.8 18.2 75.5 24.5 81.5 18.5 87.3 12.7 49A 50.6 41.8 58.2 54.5 45.5

DOD 92.4 7.6 84.6 15,4 84.5 15.5 84.6 15.4 88.6 114 61.3 38.7 55.3 44.7 82.7 173

HHS 75.9 24,1 72.4 27.6 47.4 52.6 54.2 45.8 88.9 11.1 45.6 54.4 39.8 60.2 28.2 71.8

NIH 75.6 24.4 71.7 28.3 54.2 45.8 57.9 42.1 90.7 9.3 57.7 42.3 40,5 59.5 31.0 69.0

Other HHS 77A 22.6 80.0 20.0 35.7 64.3 40.0 60.0 50.0 50.0 15.5 84.5 38.7 61,3 25.2 74.8

NSF 88.2 11,8 83.7 16.3 74.8 2:3.2 81.0 19.0 85.8 14.2 59,7 40 3 4L6 58,4 62.0 38.0

Other federal 89.0 11.0 85.0 15.0 73.8 26,2 78.6 2L4 85.3 14.7 56.0 44.0 42.2 57.8 57.9 42.1

Institutional support 87.3 12.7 77.9 22.1 71.3 28.7 72.2 27.8 78.1 21,9 55.5 44.5 39.8 60.2 57.9 42.1

Other outside support . 89.5 10.5 79,6 20.4 8L1 18.9 82.5 17.5 81.5 18.5 65.3 34.7 43.2 56.8 68.5 31.5

Other U.S ..... 88.2 11.8 78.8 21.2 78A 21,6 80.4 19.6 80.5 19.5 58.2 41.8 42.6 57.4 f8.5 41.5

Foreign 943 5.2 83.3 167 88.9 11.1 83.9 16.1 85.7 14.3 77.9 22.1 55.7 44.3 79.5 20.5

Sellsupport 87.1 12.9 81.0 19.0 73.9 26,1 69.6 30.4 75.6 24.4 42.3 577 40.4 59.6 51.9 48.1

SOURCE. National Science Foundation. Academic Science Engineering Graduate Enrollment and Support. Fall 1986 (forthcoming)
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Appendix table 3-1. Employment status of scientists and engineers,
by field and gender: 1976, 1980, 1986

Field and gender

Total Employed Employed in S'E
1976 1980 '986 1976 '980 1986

Total, all S/E fields 2,331,200 2,860,400 4,626.500 2.122,100 2,542,700 3.919.900Men 2.131,600 2,544,800 3,927,800 1,947,200 2,269,900 3,393,700Women 199,700 315.600 698.600 174,900 272,800 526,700
Total scientists 959,500 1.184,500 2,186,300 843.800 1,032,800 1,676,400Men 781,300 918,000 1,586,700 689,100 806,200 1,242,800Women 178,200 266,500 599,600 154,700 226,600 433,600

Physical scientists 188,900 215,200 238,400 154,900
143,600

166,300 264,900Men 172,700 194,500 250,100 154 .00
Women 16,200 20,800 11,300

229,500
14.50038,300 35,400

64,300 131,000Mathematical scientists 48,600 103,900Men 37,100 46,400 97,100
43,800 57,300

42,100
11,500 13,000

33,700 78,900Women 33,900 10,000 15,200 25,000
119,000 116,000

Computer specialists 207,800 196,700 437,200Men 149,900
562,600

98,400 400,000 95,100 147,600 308,700Women 20,600 57,000 162,500 20,900 49,100 128,400
Environmental scientists 54,800 77,600 46,600 63,100111,300

98,400
97,300Men 50,900 66,800 44,000 54,700 87,200Women 3,900 10,700 12,900 2,600 8,400 10,100

411,800Life scientists 213,500 287,500 411 198,200 267,300 340,500Men 179,600 234,400 167,700 218,400 257,100
53,100

309,000
102,800 48,900

Women 33,900 30,500 83,300
Psy:::!":oiogists 112,500 128,100 253,500 103,700 112,500 172,800Men 76,900 79,400 138,400

115,200
71,600

42,100
99,500

2
Women 35,600 48,700 32,000 73,300

Social scientists 222,300 204,000 427,800 180,500 169,700
121,300

Men 165,700 146,700
259,C00

293,800 133,200 181,800Women 134,00056,600 57,200 47,300 48,300 78,000
Total eagineers 1,371,700 1,675,900 2,440,100 1,278,300 1,509,900 2,243,500Men 1,350,300 1,626,700 2,341,100 1,258,100 1,463,600 2,150,900

21,400 99,000Women 49.200 20,200 46,200 92,600
Aeronautical/astronautical 56,800 69.500

68,300
110.500 55,700 65,000 104,200Men

55,10056,400 106,200
4,300

63,700 100,300Women , 4 600400 1,200 1,300

94,500

3,900
Chemical . .... . 77,500 149,000 131,500Men , 75,000 90,000 137,800

11,200

76,400 89,000

844,550000

121,200V.omer(i 2,500 4,500
73,700

10,3002,800
Civil , . ........ ... 232,100188,200 346,300 182,800 217,000Men ..... 182,800 226,300 178,100 211,500

319,100

Worm: 5.400
333,400

12,900 4,800
30171:920000

5,800 5,500
Electrical/electronics 283,000 383,100 574,500 267,900 357,400 540,800Men . . ..... .... 281,400 357,400 350,200Women 1,600

555,500 266,500
1,400

523,200
18,900 17,6007,600 7,200

Mechanical 276,200 322,60C
316,000

492,600 272,800 308,800
444530,7-10000

Men 273,900
2,300 6,600

478,600 270,600 302,000
14,000Women

13,6006,800
Other engineers 490,000 574,100 767,300

2,200

472,600Men 480,900
9,100

550,600
23,500

729,600
422,700
414.200 451,600

694,200

Women 37,700 8,500 21,000
658,900
35,300

Note: Detail may not add to total because of rounding.

SOURCE: National Science Foundation, U.S. Scientis, and Engineers: 1986 (forthcoming)

See figures 0-10, 0.11, 0.12, 0.13 in Overview and figures 3-1 and 3-18
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Appendix table 3-2. Scientists and engineers as a
percent of total U.S. workforce: 1976-86

Year (Percent)

1976 2.4

1978 2.5

1980 2.6

1982 2.9

1984 3.3

1986 3.6

SOURCES: National Science Foundation. U.S. Scientists and Engineers:
1986 (forthcoming) Economic Report of the President. 1987. p 282

See figure 3-1. Science & Engineering Indicators-1987

Appendix table 3-3. Average annual percent increases in employment in
science and engineering, and other economic variables: 1976-86

1976.80 1980.86 1976.86

Percent

Scientists and engineers 4.6 7.9 6.6

Scientists 5.2 7.8 6.7

Engineers 4.3 7.9 6.4

U.S. employment 2.8 1.7 2.1

Real' gross national product 3.0 2.4 2.6

' Gross national product oeasured in constant dollars. using the GNP deflator.

SOURCES: National Science Foundation. U.S. Scientists and Engineers. 1986 (forthcoming); Economic
Report of the President. 1987, pp. 246. 282

See figure 0.9 in Overview. Science & Engineering Indicators-1987
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Appendix table 3-4. Scientists and engineers, by field and primary work activity: 1976, 1986

Field

Total

Primary work activity

Research Development
Management of Management-

R&D other than R&D Teaching
Production
inspection

Statistical work/
computing

1976 1986 1976 1986 1976 1986 1976 1986 1976 1986 1976 1986 1976 1986 1976 1986
Total, all SIE fields 2,122,100 3.919,900 209,000 376.000 430.200 846.900 212,700 371,700 386.600 628,400 152,200 336.600 223.200 512.800 101.100 384,500
Total scientists 843.700 1.676.400 159.100 277.400 61.400 166.100 83,700 144.400 105.100 209.600 131.500 283.400 29.000 114,300 66,600 275,500Physical scientists 154.900 264.900 48,900 68.900 21.300 43,600 26,800 42,300 13,400 19.300 16.200 44.200 1.600 29.600 3,100 6,500Mathematical scientists . 43,800 103.900 6,000 11,600 2.400 5.600 6,500 13,800 5,900 9.400 15,800 43.200 1.200 2,600 3.900 14,300Computer specialists 116,000 437.200 1,800 13.800 25.400 87.300 8,400 27.200 15,600 35,500 3,500 16.300 3.700 15.400 38,200 206,000Environmental

scientists ... . 46.600 97.300 17.100 28.900 3.400 6.200 5.900 7.300 6.000 11.300 2.400 8,200 2.600 20.600 2.000 6,30014 Life scientists 198.200 340.500 55.600 108.100 6.700 14,600 18.400 28.700 38.400 51.900 28.100 58.700 14.000 35,600 3.200 9.100Psychologists . 103.700 172.800 6.700 15.300 1.200 2.300 4.200 7.100 12.300 25.500 20.900 38.200 1,800 2,600 1,100 2,800Social scientists 180.500 269,800 23.000 30.800 1.000 6,400 13.500 17,900 13.500 56.900 44.600 74.600 4.100 7,900 15.100 30,500
Total engineers 1.278.300 2.243.500 49.800 98.700 368,900 680,800 128.900 227.300 256.500 418.700 20.700 53.100 179,800 398.500 34.600 108.900Aeronautical/

astronautical ... 55.700 104.200 5.500 9.600 20.100 39.700 13,800 20,600 4,900 9.400 1.000 2.400 4,400 10.800 1.800 5.700Chemical 76,400 131,500 4.400 8.200 24.600 42.500 8,600 18,400 19,300 24,400 500 2.800 9.900 20,500 1,300 4.700Civil 182.800 319.100 2,900 7,300 30,000 43,700 6,000 10,300 57,400 103,400 2.200 6.000 37,500 69.500 5,800 14.000Electrical/electronics 267.900 540,800 11.800 27.300 101,400 209.700 38.300 76,900 40,100 74,600 4,400 12,700 27,400 81,100 6.300 22,700Mechanical ..... 272,800 453.700 8.400 16,800 106.700 187.300 28.700 48.500 56.300 79,800 5,300 8,900 29.700 67.200 3,100 11.800Other engineers . 422,700 694.200 16.800 29,500 86.100 157.900 33,500 52.600 78.500 127,100 7,300 20,300 70,900 149.400 16.300 50.000

Note; Detail may not add to total because of rounding.

SOURCE: National Sconce Foundation. U.S. Scientists and Engineers: 1986 (forthcoming)

See figure 3-2.
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Appendix table 3-5. Scientists and engineers, by field and type of employer: 1976, 1986

Field

Total

Type of employer

Business/Industry
Educational
Institutions

Federal
Government

1976 1986 1976 1986 1976 1986 1976 1986

Total, all S/E fields 2,122,100 3.919,900 1,312,500 2,589,300 267,800 572,700 211,100 334,200

Total scientists 843,700 1,676,400 357.900 797.900 230.200 481,800 105,200 153,500

Physical scientists 154,900 264,900 86,800 146.700 30,600 68.700 20,500 28,600

Mathematical scientists 43,800 103,900 12.100 35,600 19,500 52,800 9,300 10.700

Computer specialists 116,000 437,200 85,800 341,300 6,000 32.500 8,700 32,100

Environmental scientists 46,600 97,300 25,800 55,500 5,000 16,500 9,300 16,800

Life scientists 198,200 340,500 64,100 102,800 59,600 136,600 37,300 40,200

Psychologists 103,700 172,800 21,000 39.700 41,700 72.800 5,000 5,400

Social scientists 180,500 269,800 62,300 76,200 67,800 102,000 15,100 19,700

Total engineers 1,278,300 2,243,500 954,600 1,791,400 37,700 90,900 105,900 180,700

Aeronautical/astronautical 55.700 104,200 39,900 77,400 1,800 3,600 11,100 17,500

Chemical 76,400 131.500 68,400 114,200 900 5,400 2,600 6,600

Civil 182,800 319,100 85,100 195.700 5,300 8,800 21,500 31,600

Electrical/electronics 267,900 540,800 210,600 439,800 10,400 24,600 27.600 52,700

Mechanical 272,800 453,700 227,900 394.500 8,500 17,000 15,300 28,700

Other engineers 422,700 694,200 322,700 569,800 10,800 31,500 27,800 43,600

SOUFCE: National Science Foundation. U.S. Scientists and Engineers: 1986 (forthcoming)

See figures 3.3, 3-4. 3.6, 3-7, and 3-11.
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Appendix table 3-6. Employed doctoral scientists and engineers, by field, gender, and typo of employer: 1973, 1985

Feld and gender

Total

Type of employer

Business Industry
Educational
Institutions

Federal
Government

1973 1985 1973 1985 1973 1985 1973 1985
Total, all S'E fields 220.300 400.400 53,400 125,800 129.300 211.600 18200 26.300Men 203.400 341.900 52.000 112.855 103.300 177.300 17200 23.600Women 16.900 58,500 1,400 12,945 12,100 34.300 1.000 2,700
Total scientists . 184.600 334,500 35.600 87.900 116.300 189.900 15.500 22.500Men . 167.800 277,500 34,300 75,785 104.300 156.000 14,500 19,900Women , 16.800 57,000 1,300 12.115 12.100 33.900 1.000 2.600

Physical scientists 48.500 67.500 19.700 30.300 22.000 29.700 4.100 4.000Men ...... 46.600 62,800 19.300 28.600 20.700 27.400 4.000 3.700Women . 1.900 4.700 300 1.700 1,300 2,300 100 300
Mathematical scientists 12.100 16,800 900 1.900 10.500 13.600 500 900Men .... 11.400 15,200 800 1.700 9.800 12,400 500 800Women _ 800 1,60C (') 200 700 1.200 (') 100
Computer specialists . 2,700 15,000 1,000 8,400 1,400 5.300 100 700

2,600 13,400 1.000 7.400 1,300 4,800 100 701Women ... 100 1,600 (') 1.000 (') 500 (') (')
Environmental scientists .. 10.300 17,200 2.200 5.300 5,200 7,200 2,000 3.300Men...... 10.100 16,100 2.200 5.000 5.000 (6,200) 1.900 3.100Women .. , 300 1.100 (') 300 200 13,400 (') 200
Life scientists . 56.700 101,800 7.100 19.200 38,200 61,800 5,800 8.000Men ...... 50.600 81,800 6.800 16.600 33.700 54.300 5.400 6.900Women ... . 6,100 20.000 300 2.600 4.600 7.500 500 1,100
Psychologists . 24.800 52.100 3.100 15.500 15.000 24,500 1,200 1.000Men .. .. . 20,000 35,100 2.600 10.400 12,200 19,400 1.000 800Women 4.800 17.000 500 5.100 2.900 5,100 200 200
Social scientists 29,400 64,000 1,700 7.400 24.000 43,800 1.700 4,600Men ..... .. 26,500 52 200 1,600 6.200 21,600 35,500 1.600 3.900Women ... . 2.900 11,800 100 1.200 2.400 8,300 100 700

Total engineers ... 35.800 65.900 17,800 37.900 13.000 21,700 2.700 3.800Men 35.600 64.400 17.700 37,100 13.000 21,200 2.700 3.700Women . . 100 1,500 100 800 100 500 (') 100
Aeronautical/astronautical 1,700 3,800 600 2.100 400 700 300 600Men ... . 1,700 3,700 600 2.000 400 701 300 601Women . . (') 100 (') 100 (') (') (') (')
Chemical . 4.500 7,100 3.200 5,100 1.000 1.800 100 200Men .. . . ....... . 4.500 7,000 3,200 5,000 1.000 1.80 100 201Women (') 100 (') 100 (') (') (') (')
Civil 3.100 6.400 900 2,400 1.700 3,400 200 300Men . 3,100 6.300 900 2,401 1.700 3.401 200 301Women ......... .... (') 100 (') (') (') (') (') (I)
Electrical/electronics . . . 7.100 14.200 3.400 ;00 2.800 4.700 500 800Men ..... 7,100 13.900 3.400 6.400 2.800 4,600 500 801Women (1) 300 (1) 200 (') 100 (') (1)
Materials . - ....... 4,500 7.300 2.700 4.800 1,200 1,800 400 400Men ..... ...... . ...... ... 4.400 7.100 2.700 4.600 1,200 1,801 300 401Women (') 200 (') 200 (') (') (1) (')
Mechanical .. ........ . ..... 3,300 6.600 1.400 3.100 1,600 9,000 200 300Men ... ...... ................. .. - 3.300 6.500 1.400 3.101 1,600 9,001 200 301Women ... ....... .... - - ..... (') 100 (1) (') (') (') (I) (')
Nuclear ........... .... .. 1.300 2.400 700 1,500 300 500 200 100Men ..... ...... 1.300 2,401 700 1.501 300 501 200 1C"Women .. _ ............. ... (1) (') (') (') (') (') (') (')
Systems design 2,000 3,700 1.000 2,500 600 800 200 100Men 1.900 3,500 1.000 2.400 600 801 200 101Women ..... .. ...... - ....... .. (') 200 (') 100 (') (') (') (')
Other engineers ... ..... _ .... _ 8.600 14,300 3,900 7.800 3.300 5.000 800 1.000Men 8.500 10,800 3,900 7.600 3.300 4.900 800 1.001Women (') 10,800 (') 200 (') 100 (') (')

Too few cases to estimate

SOURCE- National Science Foundation. Charectenstics of Doctoral Scientists and Engineers in the United States. 1985
See figure 3-5.
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Appendix table 3-7. Proportion of scientists and engineers employed in
industry by sector and field: 1977, 1986

Nonmanufacturing Manufacturing

Field 1977 1986 1977 1986

Percent

All S/E's 43.3 44.9 56.7 55.1

All Scientists 56.5 66.3 43.5 33.7

Computer specialists 68.9 71.2 31.1 28.8

Life scientists 20.2 40.7 79.8 59.3

Mathematical scientists 70.0 76.6 30.0 23.4

Physical scientists 32.8 45/ 67.2 54.3

Social scientists 95.8 97.5 4.2 2.5

All Engineers 38.9 36.8 61.1 63.2

Aeronautical/astronautical 13.5 9.9 86.5 90.1

Chemical 28.3 23.3 71.7 76.8

Civil 91.6 91.0 8.4 9.0

Electrical/electron.(:s 41.6 34.1 58.4 65.9

Industrial 13.4 11.1 86.6 88.9

Mechanical 37.2 30.0 62.8 70.0

Other 35.7 40.8 64.4 59.2

SOURCE: National Science Foundation, Division of Science Resources Studies, Employment Studies Group

See figures 3.8 and 3.9. Science & Engineering Indicators-1987

Appendix table 3-8. Technicians employed in industry by field and sector:
1977, 1986

Field

Total

Non-
manufacturing Manufacturing

1977 1986 1977 1986 1977 1986

Thousands

All Technicians 929.4 1550.1 474.5 954.3 454.9 595.8

Computer Programmers 144.2 363.3 88.7 277.5 55.5 85.8

Drafters 236.5 321.2 132.3 191.4 104.2 129.8

Electrical/Electronics engineering 241.9 374.5 135.1 236.4 106.8 138.1

Mechanical engineering 35.4 60.1 4 17.4 31.4 42.7

Other Engineering 183 293.5 953 184.5 87.7 109

Science 88A 137.5 19.1 47.1 69.3 90.4

Note: Nonmanufacturing industries include mining. construction, finance, insurance, real estate, services,
communications and utilities, wholesale trade, and retail trade.

SOURCE: National Science Foundation, Division of Science Resources Studies, Employment Studies Group

See figure 3-10. Science & Engineering Indicators-1987
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Appendix table 3-9. Percent of recent science and
engineering (S/E) degree recipients employed in S/E

jobs by degree and field: 1976, 1986

Bachelor's Master's

Field 1976 1986 1976 1986

Percent

Total 44.7 63.8 77.4 84.3

Physical Sciences 58.9 68.0 67.5 85.7
Mathematics 45.9 73.6 61.5 89,7
Computer Sciences 90.0 89.2 85.4 90.0
Engineering 83.4 89.1 93.1 94.6
Life Sciencbs 49.7 56.7 75.9 80.6
Social Sciences 20.7 30.5 66.7 55.8

Note: Individuals enrolled full time in graduate school are excluded. Data for
1976 include 1974 and 1975 S/E graduates. Data for 1986 include 1984 and
1985 S/E graduates.

SOURCE: National Science Foundation, Characteristics of Recent Sci-
ence/Engineering Graduates: 1986 (forthcoming)

See figure 3-12. Science & Engineering Indicators-1987

Appendix table 3-10. Science and engineering (S/E) degree recipients
working as computer specialists in 1986, by field and year of degree

Bachelor's Master'S

Field 1984 1985 1984 1985

Total 35,600 41,900 8,000 8,800

Physical Sciences 700 200 100 100
Mathematics 3,900 3,600 400 400
Computer Sciences 24,200 29,800 6,000 6,800
Engineering 3,700 3,100 1,200 1,100
Environmental Sciences 100 100 100 100
Life Sciences 400 400 (I) 100
Social Sciences 1,900 4,000 200 200
Psychology 600 600 (l) 100

' Too few cases to report.

Note: Detail may not add to totals due to rounding.

SOURCE: National Science Foundation, Charactenstics of Recent Science/Engineering Graduates. 1986
(forthcoming)

See figure 3-13. Science & Engineering Indicators-1987
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Appendix table 3-11. Employment status of doctoral scientists and engineers, by field and gender: 1973, 1981, 1985

Field and gender

Total employed Employed in S/E

1973 1981 1985 1973 1981 1985

Total, all StE fields 220.300 344.000 400,400 208,300 314,500 365.500

Men 203,400 303,000 341.900 192.600 277,800 313,000

Women 16,900 41,000 58,500 15,700 35,800 52,500

Total scientists 184.600 286,900 334,500 173,800 261,400 304,100

Men 167,800 246,700 277,500 158,300 225.400 253,000

Women 16,800 40,200 57.000 15,500 36,000 51,100

Physical scientists 48,500 63.100 67,500 45,100 57,100 61.300

Men 46,500 59,300 62,800 43,400 53,800 57,100

Women 1,900 3.800 4,700 1,700 3,300 4.200

Mathematical scientists 12.100 15.600 16,800 11,800 14,100 15,500

Men 11,400 14,300 15,200 11.100 12,900 14,100

Women 800 1.300 1,600 700 1,200 1,400

Computer specialists 2,700 9.100 15,000 2,700 9,000 14,800

Men 2,600 8,400 13,400 2,600 8,300 13,200

Women 100 700 1,600 100 700 1,600

Environmental scientists. 10,300 15,900 17.300 10,100 15,300 16,700

Men 10,100 15,100 16,200 9,900 14,500 15,600

Women 300 900 1.103 300 800 1,000

Life scientists 56,700 84,900 101,800 54,800 80,700 96,700

Men 50,600 71.600 82,100 49,000 68,300 78,200

Women 6,100 13,300 19,700 5,800 12,500 18,500

Psychologists 24,800 42,800 52,200 23,500 39,400 48,000

Men 20,000 31,100 35,600 ';,,000 28,700 32,600

Women 4,800 11,700 16,600 4,500 10,600 15,400

Social scientists 29,400 55,500 64.000 25.900 45,800 51,100

Men 26.500 47,000 52,200 23,400 38,900 42,200

Women 2,900 8,600 11,800 2,500 6,900 8,900

Total engineers 35,800 57,000 65,900 34,400 53,200 61,500

Men 35.600 56,300 64,400 34,300 52,400 60.000

Women 100 300 1,500 100 700 1,400

Aeronautical/astronautical 1,700 2,500 3,800 1,600 2,200 3,600

Men 1,700 2,500 3.700 1,600 2,200 3,500

Women (') C) 100 (') (') 100

Chemical 4,500 7,100 7,100 4,200 6,400 6,300

Men 4,50G 7,100 7,000 4,200 6,300 6.200

Women (') 100 100 (') 100 100

Civil 3,100 6,100 6,400 3,000 5,500 5,900

Men 3,100 6,000 6,300 3,000 5,400 5.800

Women (1) 100 100 (') 100 100

Electrical/electronics 7,100 10,600 14,200 6,800 10,000 13,500

Men 7,000 10,500 13,900 6,800 9.900 13,200

Women (') 100 300 (1) 100 300

Mechanical 3,300 5,400 6,600 3,100 5,000 6,100

Men 3,300 5,300 6.500 3,100 4.900 6,100

Women (I) C) 100 (') (') (')

Nuclear 1,300 2,100 2,400 1,200 2,000 2,200

Men 1,300 2,000 2,300 1,200 2,000 2,200

Women C) (') C) C) C) (')

Other engineers 15,000 23.200 25,300 14,500 22,000 23,900

Men 14,900 22,800 24,500 14,500 21,700 23,100

Women 100 400 600 100 400 800

Too few cases to estimate

SOURCE: Nationai Science Foundation, Charactenstics of Doctoral Scientists and Engineers in the United States (biennial series)

See figures 3.14. 3.15, 3-16. and 3-19. Science & Engineering Indicators-1987
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Appendix table 3-12. Employed doctoral scientists and engineers, by field, gender, ar.:1 primary work activity: 1973,
1985

Field and gender

Total

Primary work activity

Research Development
Management of Management

R&D other than R&D Teaching
1973 1985 1973 1985 1973 1983 1973 1985 1973 1985 1973 1985

Total, all SIE fields . 220,300 400,400 63.000 132,500 8.500 22,000 26.200 35.000 13.200 34,700 79,900 111.700Men ...... 203,400 341.900 58,500 116.000 8.400 20,600 25,500 32.900 12.500 29.700 72,500 94,100
Women 16.900 58,500 4.500 16.500 200 1.400 700 2.100 800 5,000 7,500 17,600

Total scientists 184.600 334.500 54.700 106,700 3.500 11,200 19,300 24,000 11.000 29.200 71.100 99,200Men .... 167.800 277.500 50.200 90.900 3.400 10.000 18.603 22.100 10,200 24,300 63.600 81,800Women . . 16.800 57.000 4,500 15.800 100 1,200 700 1,900 800 4.900 7.400 17.400
Physical scientists

Men
48.500
46.600

67.500
62.800

18.000
17.400

29,900
27,S00

1.900
1,900

3.600
3,400

7.700 9.300 2.200 3.600 14.300 15,200

Women 1.900 4.700 600 2,000 (') 200
7,600

100
9,000

300
2.100

100

3.400
200

13.400
900

13.900
1.300

Mathematical scientists 12.100 16.800 2.500 4,000 200 600 400 400 500 1.300 8.000 9.400Men 11.400 15.200 2,400 3.700 100 500 300 401 400 1.200 7.400 8.400Women 800 1.600 100 300 (') 100 (') (') (') 100 600 1.000
Computer specialists ... 2.700 15.000 500 6.000 600 4.100

Men 2.600 13,400 500 5.400 500 3,700
300 1.700 200 1,100 900 2,800

Women 100 1.600 (') 600 (') 400
300
(')

1.500
200

200
(')

1,000
100

900
(l)

2,600
200

Environmental scientists . 10.300 17.200 3,500 6.800 100 300 1.400 2.000 600 1.400 3.100 3,400Men ...... . , ....... 10.100 16,100 3.400 6.300 100 301 1,400 1.900 600 1,300 3.000 3,200Women ........ . 300 1.100 100 500 (') (') (') 100 (') 100 100 200
Life scientists 56.700 101.800 22,800 44.600 400 1.700 6,600 7.300 J 8.300 17.800 22.400

Men 50.600 81,800 20.000 35,800 400 1.400 6.300 6,600 2.400 6,700 15,630 17.400Women ....... ........ 6.100 20.000 2,800 8.800 (') 300 300 700 200 1,600 2.200 5.000
Psychologists

Men
24.800
20.000

52.100
35.100

3.200
2.700

5.200
3.700

200
100

400
300

1.500
1.400

1,000
700

2.500
2,200

5.200
3,800

9.300
7.500

13,200
9.400

4,800 17.000 500 1,500 (') 100 100 300 400 1.400 1.800 3.800
Social scientists . ..... . 29,400 64,000 4.200 10.100 200 400 1.400 2.100 2,500 8.300 17,700 32.800Me.' . . .

Women
26.500

2.900
52.200
11,800

3.800
400

8,100
2.000

100

(')
300
100

1.300
100

1,700
400

2.400
100

6.900
1.400

15,800
1.900

26,900
5.900

Tot& engineers
Men ., - 35.800

35.600
65.900
64,400

8.300
8.200

25.800
25.100

5.000
4.900

10,800
10.500

7,000
6,900

11.000 2,200 5,500 8.900 12.500

Women 100 1.500 (1) 700 (') 300 (I)
10,800

200
2.200

(')
5.400

100

8.800

(')
12,200

300
Aeronautical/astronautical . 1.700 3,800 400 1.900 100 800 600 900 100 200 300 300Men

Women
1.700 3.%00 400 1.900 100 800 600 900 100 200 300 300..... (') 100 (') (') (') (') C) (') (') (') C) (1)

Chemical ... 4,500 7.100 960 3.200 800 1.200 900 1.200 400 500 700 900Men 4.500
')

7,000 900 3.100 800 1.200 900 1,200 400 500 700 900WoripAn ...... . ( 100 (') 100 (I) ( I) (') (') (') (') (') (')
Civil 3,100 6.400 400 1.400 200 500 30) 500 300 700 1.300 2.200Men 3.100 6.360 400 1,400 200 500 300 500 300 700 1.300 2,200Women C) :00 (') (') (I) (1) C, (') (') (') (')
Electrical/electronics 7.100 14,e00 1.400 5.300 1.400 2.900 1.400 2.900 300 1.300 2.000 3.000Men .. 7.000 13.900 1,400 5.100 1.400 2,800 1.300 2.900 300 1.300 2.000 2.900(') 300 C) 200 (') 100 (') (') (") (') (') 100
Materials 4.500 7,300 1,500 3.300 400 600 1,200 1.500 100 700 800Men

Women
4,400 7,100 1.500 3.200 400 600 1,200 1,400 100 400 700 800.......... (') 200 (') 100 (') (') (1) 100 (') (1) (') (')

Mechanical 3.300 6.600 600 2,500 500 1,300 400 900 200 500 1.300 2,000Men
Women

3,300 6,500 600 2.500 500 1.300 400 900 200 500 1.300 2,000......... - (1) 100 (1) C) C) (') (') (') (') (') (') (')
Nuclear

Men
1.300
1,300

2.400
2,400

200
200

1.100
1.100

200
200

500 300 300 100 300 200 100

Women (') (')
500 300 300 100 300 200 100

(') (') (') (') (') (') (') (') (') (')
Systems engineers ..... 2,000 3,700 400 1.900 300 1,100 300 600 100 200 400 400Men

Women
1,900

')
3.500 400 1.800 300 1,000 300 600 100 200 400 400

( 200 ( ') 100 ( ') 100 C (') (') (") (') (')
Mee engineers 8,600 14.300 2.400 5,400 1.000 1.800 1.700 2,100 600 1,400 1.900 2,600Men 8,500 14,300 2,400 5.200 1,000 1,800 1.700 2.100 600 1.400 1.900 2.500Women (') (') CI 200 (') (') (') (') (') (I) (1) 100

Too few cases to estimate

Note: Detail may not add to totals due to rounding

SOURCE' National Science Foundation. Characteristics of Doctoral Scientists and Engineers in the United States (biennial sons)
Sea (gun, 3.17
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Appendix table 3-13. Selected employment characteristics of scientists and engineers, by field: 1986

Field

Labor force
participation

rate

Unemployment
rate

S/E
Employment

rate

S/E
Underemployment

rate

S/E
Underutilization

rate

Percent

Total, all S/E fields 94.5 1.5 84.7 2.6 4.1

Total scientists 95.3 1.9 76.7 4.3 6.1

Physical scientists 93.6 1.4 91.9 1.9 3.3

Chemists 94.1 3.2 91.5 1.8 5.0

Physicists/astronomers 95.1 1.1 94.1 1.2 2.2

Other physical scientists 95.1 1.9 89.1 3.3 5.2

Mathematical scientists 94.6 1.3 79.3 3.3 4.6

Mathematicians 94.5 1.1 777 3.4 4.5

Statisticians 95.2 2.4 87.8 3.0 5.3

Compu!er specialists 98.5 0.8 77.7 2.5 3.3

Environmental scientists 94.5 4.4 87.4 5.6 9.7

Earth scientists 94.4 5.0 86.3 6.1 10.8

Oceanographers 92.4 0.1 97.9 0.7 0.8

Atmospheric scientists 96.0 1.5 88.8 3.5 4.9

Life scientists 93.0 2.1 82.7 4.7 6.7

Biological scientists 92.9 2.2 83.5 5.2 7.3

Agricultural scientists 93.3 2.5 78.3 5.1 7.5

Medical scientists 93.9 0.4 89.5 0.1 0.5

Psychologists 95.1 2.5 68.2 5.7 8.1

Social scientists 95.4 2.4 60.7 7.2 9.4

Economists 95.5 3.1 61.3 5.6 8.5

Sociologists/anthropologists 95.3 2.2 61.2 9.2 11.1

Other social scientists 95.4 1.3 59.9 7.7 9.4

Total Engineers 93.8 1.2 91.9 1.0 2.2

Aeronautical/astronautical 94.7 0.4 94.3 0.6 1.0

Chemical 89.1 2.6 83.2 1.9 4.5

Civil 92.3 1.7 92.1 1.2 2.9

Electrical/electronics 93.5 1.1 94.1 0.8 1.8

Industrial 96.1 1.1 82.2 1.2 2.3

Mat( .,Is 94.0 1.7 88.3 0.9 2.6

Mechanical 91.2 13 92.1 1.1 2.4

Mining 93.7 2.2 86.1 1.6 3.8

Nuclear 97.8 1.0 97.5 0.4 1.4

Petroleum 95.3 3.4 92.9 2.0 5.4

Other engineers 98.3 0.7 92.7 0.8 1.5

SOURCE: National Science Foundation, U.S. Scientists and Engineers: 1986 (forthcoming)

See figures 3.20 and 3-21. Science & Engineering Indicators-1987
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Appendix table 3-14, Estimates and projections of
the population by selected age group: 1950-2010

Year
Total

population

Age (Years)

18.24 25.34

Estimates

Thousands -
1950 152,271 16,075 24,036
1955 165,931 14,968 24.283
1960 180,671 16.128 22,919
1965 194.303 20,293 22,465
1970 205,052 24.712 25,323
1975 215,973 28,005 31,471
1980 227,704 30,347 37,593

Projections
1985 238.631 28,739 41,788
1990 249,657 25,794 43.529
1995 259.559 23,702 40,520
2000 267,995 24,601 36.415
2005 275.667 26,981 35,009
2010 283,238 27,665 36,978

SOURCE: U.S. Department
jections of the Population of
1983.2080, Series p25, No.

See figure 3-23.

of Commerce, Bureau of the Census, Pro.
the United States, by Age. Sex and Race:
952 (May 1984), table E, p.

Science & Engineering Indicators-1987

Appendix table 3-15. Number of nonacademic scientists and engineers per 10,000 total labor force, by gender

Country Labor force

Scientists and engineers SiE per 10,000 labor force

Total Men Women Total Men Women
France (1982) 23,525,120 387.860 346.020 41,840 165 147 18
West Germany (1985) 26,626,400 621,500 585,400 36,100 234 220 14
Japan (1985) 60,270,700 1.514,7.00 144,400 69,800 252 240 12
United Kingdom (1981) 25,405,590 653.140 583,330 69,810 257 230 27
United States (1984) 115,241.000 3,179.100 2.844,300 334.800 276 247 29

Scientists per 10.000 labor
Scientists force

Country Labor force Total Men Women Total Men Women
France (1982) 23,525,120 139,980 107,100 32,80 60 46 14
West Germany (1985) 26.626,400 103.800 85,900 17,900 39 32 7
Japan (1985) 60,270.700 389,900 338.400 51,500 65 56 9
United Kingdom (1981) 25.405,590 28'.690 223,830 63,860 113 88 25
United States (1984) 115,241,000 1,162,700 894,700 268,000 101 78 23

Engineers
Engineers per 10.000 labor

force

Country Labor force Total Men Women Total Men Women
France (1982) 23.525.120 247,880 238,920 8,960 105 102 4
West Germany (1985) 261Y.,1,400 517,700 499,500 18,200 194 188 7
Japan (1985) 6(,270, «')0 1,124.300 1,106,000 18,300 187 184 3
United Kingdom (1981) 25,415,5D0 365.450 359.500 5,950 144 142 2
United States (1984) 115,241,000 2,016,400 1,949,600 66.800 175 169 6

SOURCE: National Science Foundation, International Scabnce and Technology Data Update 1987 (NSF 87.319)
See figure 3-24.
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Appendix table 3-16. Distribution of scientists and engineers in
manufacturing industry, by occupation group

Engineers

Electrical Industrial

Country Total Scientists Civil Electronic Mechanical

Percent

United States (1985) 100.0 16.6 1.0 26.3 56.1

France (1982) 100.0 22.9 3.5 20.5 53.1

West Germany (1985) 100.0 18.0 3.2 21.9 56.8

Japan (1980) 100.0 18.1 1.6 24.5 55.9

United Kingdom (1981) 100.0 25.9 1.0 14.1 59.0

Note: Figures for all countries exclude scientists and engineers in academic positions The Industrial Mechanical

category includes all other engineers.

SOURCE: Natio- at Science Foundation. International Science and Technology Data Update 1987 (NSF

87.319)

See figure 3.25 Science & Engineering Indicators-1987

Appendix table 3-17. Scientists and engineers engaged in R&D as a
proportion of the total labor force population, by country: 1965-86

U.S.S.R.

West United United Low High

Country France Germany Japan Kingdom States Estimate Estimate

SiE's in R&D, per 10.000 labor force population

1965 21.0 22.7 24.6 19.6 64.7 44.8 48.2

1966 ?9.2 22.4 26.4 NA 66.9 47.1 51.4

1967 25.3 24.9 27.8 NA 67.2 50.7 55.3

1968 26.4 26.2 31.1 20.8 68.0 53.5 58.8

1969 27.1 28.4 30.8 NA 66.7 56.5 62.1

1970 27.3 30.8 33.4 NA 64.1 58.1 64.0

1971 27.9 33.4 37.5 NA 60.7 62.9 69.2

1972 28.2 35.6 38.1 30.4 58.0 67.1 74.2

1973 28.5 37.1 42.5 NA 56.4 71.0 79.1

1974 28.9 37.8 44.9 NA 55.6 74.2 82.6

1975 29.4 38.6 47.9 31.1 55.3 77.6 86.7

1976 29.9 39.2 48.4 NA 54.8 79.1 88.5

1877 30.0 41.8 49.9 NA 55.7 80.4 90.2

1978 31.0 NA 49.4 33.3 56.5 82.2 92.5

1979 31.6 45.3 50.4 NA 57.7 83.6 94.5

1980 32.4 NA 53.6 NA 60.0 85.7 97.1

1981 36.3 46.5 55.6 35.8 62.0 88.1 100.0

1982 37.9 47.0 57.1 NA 62.8 91.1 103.7

1983 39.1 48.4 58.1 35.1 63.8 92.4 105.9

1984 41.2 49.1 62.4 34.2 65.1 94.6 108.8

1985 NA NA 63.2 32.8 67.4 96.9 111.6

1986 NA NA NA NA 69.0 NA NA

Note' NA Not Available

Dote: Table includes all scientists and engineers engaged in research and development on a fulltime basis

except Japan. whose data include persons primarily employed in research and development. and the United

Kingdom whose data include only the Government and industry sectors The figures for West Germany

increased in 1979 in part because of increased coverage of small and mediumenterprises not surveyed in 1977

The figures for France increased in 1981 in part duo to a reevaluation of university research efforts

SOURCE: National Science Foundation. International Science and Technology Data Update 1987

(NSF 87.319)

See figure 0.7 in Overview. Science & Engineering Indicators-1987
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Appendix table 3-18. Distribution of scientists and engineers, by sector, for selected t:OUntrieS

Manufacturing
Country Total & mining Construction Services Government

Percent
United States (1985) - .... . - - . _ ........ 100.0 51.0 2.5 36.5 10.0France (1982) 100.0 44.4 7.3 17.9 30.4West Germany (1985) 100.0 48.4 8.7 31.7 11,2Japan (1985) 100.0 33.0 17.4 45.8 3.7United Kingdom (1981) 100.0 49.2 5.7 36.1 8.9

Note: Figures for all countries exclude scientists and engineers in academic positions

SOURCE' National Science Foundation. International Science and Technology Data Update 1987. (NSF 87.319)
See figure 3.26

Science & Engineering Indicators-1987

Appendix table 3-19. Scientists and engineers engags
development, by country: 1965-86

research and

Country France
West

Germany Japan
UniteJ

Kingdom
United
States

U.S.S.R.

Low
Estimate

High
Estimate

Thousands
1965 42.8 61.0 117.6 49.9 494.6 521.8 561.4
1966 60.0 60.0 128.9 NA 521.1 556.5 607.6
1967 52.4 64.5 138.7 NA 534.4 607 8 662.6
1968 54.7 68.0 157.6 52.8 550.4 i;53.3 715.2
1969 57.2 74.9 157.1 NA 553.2 698.8 767.5
1970 .. 58.5 82.5 172.0 NA 544.2 730.1 803.6
1971 60.1 90.2 194.3 NA 523.8 804.2 884.2
1972 61.2 96.0 198.1 76.7 515.3 8724 964.5
1973 62.7 101.0 226.6 NA 514.8 938.9 1.045.1
1974 64.1 102.5 238.2 NA 520.8 997.0 1110,6
1975 65.3 103.7 255.2 80.5 527.7 1,060.7 1,184.3
1976 67.0 104.5 260.2 NA 535.6 1,098.0 1,229.1
1877 68.0 111.0 272.0 NA 561.0 1.134.2 1.272.8
1978 70.9 NA 273.1 87.7 587.0 1,178.2 1,326.0
1979 72.9 122.0 281.9 NA 614.8 1,217.8 1,376.5
1980 74.9 NA 302.6 NA 651.7 1.262.4 1,430.4
1981 85.5 127.4 317.5 95.7 683.7 i.311.8 1.489A
1982 90.1 129.0 329.7 NA 702.8 1,368.6 1,558.0
1983 92.7 133.1 342.2 94.1 722.9 1,399.0 1.603.0
1984 98.2 135.0 370.0 92.3 750.7 1,441.8 1.658.5
1985 NA NA 381.3 90.0 790.0 1,485.3 1.710.5
1986 NA NA 406.0 NA 825.0 NA NA

Note: NA = Not Available.

Note: Table incledes all scientists and engineers engaged in research and development on a fulllime basis
except Japan. whose data include persons primarily employed in research and developlent, and the United
Kingdom whose data include only the Government and industry sectors, The figures for West Germany
Inc-masc./ in 1979 in part because of increased coverage of small and medium enterprises not surveyed in 1977
The figures for France increased in 1981 in part due to a reevaluation of university research efforts

SOURCE: National Science Foundation. International Science and Technology Data Update 1987
(NSF 87.319)

See figure 3.27. Science & Engineering Indicators-1987
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Appendix table 3-20. Distribution of scientists and engineers, by age group,
for selected countries

Country Total Under 35 35-54 55 +

Percent

United States (1984) 100.0 27.6 53.3 19.0

France (1982) 100.0 29.6 58.4 12.1

West Germany (1985) 100.0 30.3 56.0 :3.6

Japan (1985) 100.0 48.4 44.9 6.7

United Kingdom (1981) 100.0 45.2 42.4 12.5

Note: Figures for all countries exclude scientists and engineers in academic positions.

SOURCE. National Science Foundation, International Science and Technology Data Update 1987

(NSF 87-319)

See figure 3-28. Science & Engineering Indicators-1987
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Appendix table 3-21. Employment status of scientists and engineers,
by field and race: 1976, 1980, 1986

Field and race

Total Employed Employed in SIE
1976 1980 1986 1976 1980 1986

Total, all S'E fields 2,331,200 2,860,400 4,626,500 2,122,100 2,542.700 3,919,900White 2.141,900 2.644.900 4,190.400 1,949,700 2,349,700 3,556,200Black 38,100 57,600 114,900 34.900 50,900 87,900Asian 106,600 121,000 226,800 98,500 112.000 199,000Other 44,600 37.000 94.400 38,903 30,100 76,800
Total scientists 959.500 1,184,500 2.186,300 843,800 1,032,800 1,676.400White 870,900 1,097,000 1.973,100 764,200 957,900 1,521,000Black 21,400 30,500 73,700 19,400 26,000 50.600Asian 48,500 41,500 94.000 43,100 37.500 72,300Other 18.700 15.400 45,500 17,100 11,400 32,500

Physical scientists 188,900 215,200 288.400 154,900 166,300 264,900White 172,400 201.200 261,800 141,200 155,600 240,400Black 3,200 3.400 6,200 2,400 2,400 5,400Asian 7,600 8,800 15,400 6.400 7,100 14,500Other 5,700 1.800 5,000 4.900 1,400 4,600
Mathematical scientists 48.600 64,3(10 131,000 43,800 57,300 103,900White 44,200 59,2U0 115,500 39.400 52.600 91.300Black 2,600 2,900 6,800 2,500 2,500 6,100Asian 1,600 2,100 5,900 1,700 2,100 4,20COther 200 200 2,800 200 200 2,300
Ccmputer specialists 119,000 207,800 562,600 116.000 196,700 437,200White 110,700 192,000 497.100 108,000 181,500 388,200Black 1,600 4.700 18,900 1,500 4,300 13,200Asian 4,000 9,900 36,100 3,900 9,700 27,600Other 2,700 1,300 10,500 2.600 1,200 8,200
Environmental scientists 54,800 77,600 111,300 46,600 63,100 97.300White 48,300 70.000 105,800 40,700 57,700 93,600Black 2,000 700 1,000 1,800 800 400Asian 3,200 2,500 2,100 2,900 2,000 1,900Other 1,200 4,400 2,400 1,200 2,700 1,400
Life scientists 213,500 287.500 411,800 198,200 267,300 340,500White 200,700 270,300 377,900 186,100 250,700 313,300Black 4,900 6,700 8,800 4,700 6,400 7,100Asian 5,300 7,100 15,000 5.400 6,900 12,900Other 2,500 3.400 10,100 2,000 3,400 7,200
Psychologists 112,500 128.100 253,500 103,700 112,500 172,800White 105,100 121,600 234,100 97,100 107,400 161,800Black 3,800 3.800 9,100 3,700 3.400 6,000Asian 1,000 1,200 5,200 700 1,000 1,400Other 2,600 1,500 5,100 2,100 800 3,600
Social scientists 222,300 204,000 427.800 180,500 169,700 259,800White 189,400 182,800 380,800 151,600 152,600 232,600Black 3,300 8,300 22,900 2.900 6,400 12,300Asian 25,800 10,000 14,200 22,100 8,700 9,700Other 3,800 2.9'.,0 9,900 3,900 2,000 5,200

(continued)
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Appendix table 3-21. (Continued)

Field and race

Total Employed Employed in S/E

1976 1980 1986 1976 1980 1986

Total engineers 1,371.700 1,675,900 2,440.100 1.278,300 1.509,900 2,243,500

White 1,271.000 1,547,800 2.217,300 1,185,500 1,391,700 2,035,200

Black 16.700 27,000 41300 15,500 24,900 37,300

Asian 58,100 79,500 132,800 55,400 76,600 126.700

Other , 25,900 21,600 48.700 21,900 18,700 44,300

Aeronautical/astronautical 56.800 69,500 110,500 55,700 65,000 104,200

White 54.100 65,000 100.800 52,90C 60,500 94,900

Black 300 1,100 1,600 300 1,200 1,400

Asian 1,600 2,200 6,600 1,700 2,100 6,500

Other 700 1,200 1.500 700 1,200 1,400

Chemical 77,500 94,500 149,000 76.400 89,000 131,500

White 72,200 86,400 133,900 71,100 81,300 119,200

Black 1,500 800 2,000 1,500 400 900

Asian 2.400 5,800 10,100 2,400 5,700 9,200

Other 1.400 1,500 3,000 1,400 1,500 2,200

Civil 188,200 232.100 346,300 182.800 217,000 319,100

White 165,700 209,100 308.600 162,500 194,900 284,300

Black 1,600 3,900 5.200 1,800 3,800 4,800

Asian 14,800 16,000 24,500 14,800 15,200 23,300

Other 6,100 3,100 8.000 3,700 3,100 6,700

ElectricaVelectronics 283,000 383,100 574,500 267,900 357,400 540,800

White 262,500 346,500 512.500 248,800 323,600 481,800

Black 2.900 8,100 11,900 2,600 7,500 11,000

Asian 13,800 23,300 37,900 12,700 22,100 36,000

Other 3,800 5,100 12,200 3,800 4,200 12,000

Mechanical 276,200 322.600 492,600 272,800 30fl 800 453,700

White 258,700 302,000 452,600 255,300 288,900 416,000

Black 2.400 2,700 6,700 2,200 2,500 6,400

Asian 9,700 13,900 24,600 9,600 13,600 23,400

Other 5,500 3,900 8,700 5,700 3,900 7,900

Other engineers 490,000 574,100 767,200 422.700 472,600 694,200

White 457,800 538,700 708,900 394,900 442,400 639,000

Black 8.000 10,300 13,900 7,000 9,400 12,800

Asian 15,800 18,300 29,100 14,300 15,900 28,300

Other 8,500 6,700 15,300 6,500 4,900 14,100

Note: Detail may not add to total because of rounding.

SOURCE: National Science Foundation, U.S. Scientists and Engineers: 1986 (forthcoming)

See figure 0-14 in Overview
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Appendix table 3-22. Employment status of Hispanic
scientists and engineers, by field: 1986

Field
Total

employed
Employed

in S/E

Total, all SIE fields 93,400 74,900

Total scientists 46,100 31,200
Physical scientists 4,800 4,600
Mathematical scientists 3,100 2,600
Computer specialists 9,300 6,100
Environmental scientists 1,800 1,600
Life scientists 9,900 7,100
Psychologists 5,900 2,700
Social scientists 11,400 6,600

Total engineers 47,200 43,700
Aeronautical/astronautical 1,500 1,400
Chemical 2,700 2,500
Civil 7,300 7,100
Electrical/electronics 12.200 11,400
Industrial 2,500 2.300
Materials 400 400
Mechanical 9,000 7,900
Mirfng 100 100
Nuclear 100 100
Petroleum 700 700
Other engineers 10,700 9,900

Note: Detail may not add to total because of rounding.

SOURCE: National Science Foundation. U.S. Scientists and Engin,-ors:
1986 (forthcoming)

See figure 0-14 in Overview. Science & Engineering Indicators-1987
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Appendix table 3-23. First university degrees by major field of study and country: 1984 and 1985

Academic fields

United States
(1985)

Japan
(1985)

West Germany
(1984)

United Kingdom
(1984)

France'
(1984)

Soviet Unice
(1985)

Number Percent Number Percent Number Percent Number Percent Number Percent Number Percent

All fields 990,877 100.0 373,302 100.0 57,153 100.0 73,841 100.0 46,248 100.0 858,900 100.0

Natural sciences and
engineering 213,918 21.6 97,544 26.1 19,735 34.5 29,443 39.9 22,050 47.7 456,935 53.2

Natural sciences 120,168 12.1 12,698 3.4 9,429 16.5 17,400 23.6 9,350 20.2 52,395 6.1

Engineering 77,871 7.9 71,396 19.1 8,068 14.1 10,577 14.3 12,700 27.5 334,970 39.0

Agriculture 15,879 1.6 13,450 3.6 2,238 3.9 1,466 2.0 (3) (3) 69,570 8.1

Other 776,959 78.4 275,758 73.9 37,418 65.5 44,398 60.1 24,198 52.3 401,965 46.8

' Data for France are based on maitrise degrees and engineering degrees. French engineering degrees are equivalent to U S master's degree

2 Figures for the Soviet Union are estimatt,s made to approximate the U.S.definitions

3 Included in natural sciences.

NOTE: Percents are based on unrounded figures. Natural sciences include physical sciences. biological sciences and mathematics

Source: National Science Foundation. International Science and Technology Data Update 1987 (NSF 37-319)

See figure 0.8 in Overview.
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Appendix table 4-1. National expenditures on research and development,' by source of funds, selected countries:
1970-86

Country and source 1970 197b 1979 1981 1983 1984 1985 1986

Millions national currency
United States 26,134 35,213 54,933 71,840 87,204 97,639 107,462 116,793Domestic sources 26,134 35,213 54,933 71,840 87,204 97,639 107,462 116,793Business Enterprises 10,444 15,820 26,081 35,944 43,515 49,066 52,569 55,699Government 14,892 18,109 26,815 33,405 40,671 45,341 51,330 57,219Non-profit 337 535 837 971 1,137 1,208 1,304 1,376Universities 461 749 1,200 1,520 1,881 2,024 2,259 2,500From abroad NA NA NA NA NA NA NA NA
Japan 1,355,505 2,974,573 4,583,630 5,982,356 7,180,782 7,893,931 8,890,299 NADomestic sources 1,342,048 2,915,853 4,577,044 5,975,816 7,172,561 7,886,341 NA NABusiness Enterprises 792,970 1,715,734 2,697,945 3,726,055 4,678,482 5,278,564 6,125,416 NAGovernment 392,012 882,853 1,347,983 1,611,686 1,720,815 1,777,349 1,866,963 NA

Non-profit 4,887 20,812 16,525 41,857 46,396 55,175 NA NAUniversities 152,179 296,454 514,591 596,218 726,868 775,253 NA NAFrom abroad 1,060 3,054 3,586 6,143 8,220 7,590 NA NA
West Germany 13,903 22,968 33,457 37,703 42,512 44,200 49,000 53,400

Domestic sources 13,752 22,576 32,843 37,340 42,030 NA NA NA
Business Enterprises 7,419 11,514 18,540 21,860 25,144 NA 29,841 NA
Government 6,311 10,898 14,211 15,328 16,732 NA 18,424 NANon-profit 23 164 92 152 154 NA NA NA
Universities 0 0 0 0 0 WA NA NA

From abroad 151 392 613 363 482 NA NA NA
France 14,955 26,203 44,123 62,471 84,671 96,1' 3 105,917 117,000Domestic sources 14,775 24,747 41,830 59,277 81,658 92S J8 NA NA

Business Enterprises 5,465 10,235 19,019 25,562 35,525 39,200 43,850 NA
Government 8,985 14,467 18,655 25,209 34,968 51,658 56,136 NANon-profit 21 30 267 233 363 NA NA NA
Universities 305 15 3,889 120 194 NA NA NA

From abroad 180 410 2.293 3,194 3,013 4,100 NA NA
United Kingdom' 1,069 2,151 3,510 6,134 6,820 NA 8,150 NA

Domestic sources 1,019 2,038 3,281 5,692 NA NA NA NA
Business Enterprises 453 823 1,484 2,529 2,869 NA 3,757 NA
Government 548 1,176 1,717 3,008 3,424 NA 3,537 NA
Non-profit 11 25 50 97 139 NA NA NAUniversities 7 15 30 58 36 NA NA NAFrom abroad 47 105 212 411 348 NA NA NA

(continued)
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Appendix table 4-1. (Continued)

Country and source 1970 1975 1979 1981 1983 1984 1985 1986

Millions U.S. 1982 constant dollars2

United States 62,179 59,371 69,916 76,458 83,963 90,633 96,665 102,405

Domestic sources 62,179 59,371 69,916 76,458 83,963 90,633 96,665 102,405

Business Enterprises 24,849 26,673 33,195 38,255 41,898 45,545 47,287 48,837

Government 35,432 30,533 34,129 35,552 39,159 42,088 46,173 50,170

P!; :: profit 802 902 1,065 1,033 1,095 1,121 1,173 1,206

Universities 1,097 1,263 1,527 1,618 1,811 1,879 2,032 2,192

From abroad NA NA NA NA NA NA NA NA

Japan 12,442 16,673 20,985 25,570 29,904 22,480 36,023 NA

Domestic sources 12,319 16,344 20,955 25,542 29,870 32,449 NA NA

Business Enterprises 7,279 9,617 12.352 15,926 19,484 21,719 24,820 NA

Government 3,598 4,949 6,171 6,889 7,166 7,313 7,565 NA

Non-profit 45 117 76 179 193 227 NA NA

Universities 1,397 1,662 2,356 2,548 3,027 3,190 NA NA

From abroad 10 17 16 26 34 31 NA NA

West Germany 9,880 11,894 14,858 15,357 16,071 16,385 17,773 18,789

Domestic sources 9,773 11,691 14,585 15,209 15,888 NA NA NA

Business Enterprises 5,272 5,962 8,233 8,904 9,505 NA 10,824 NA

Goverr lent 4,485 5,643 6,311 6,243 6,325 NA 6,683 NA

Non-profit 16 85 41 62 58 NA NA NA

Universities 0 0 0 0 0 NA NA NA

From abroad 107 203 272 148 182 NA NA NA

France 7,091 8,144 9,448 10,781 11,919 12,603 13,123 13,850

Domestic sources 7,006 7,691 8,957 10.230 11,495 12,066 NA NA

Business Enterprises 2,591 3,181 4,072 4,411 5,001 5,136 5,433 NA

Government 4,260 4,496 3,994 4,350 4,922 6.768 6,955 NA

Non-profit 10 9 57 40 51 NA NA NA

Universities 145 5 833 21 27 NA NA NA

From abroad 85 127 491 551 424 537 NA NA

United Kingdom' 8,726 9,496 9,288 12,155 11,946 NA 12,930 NA

Domestic sources 8,317 8,997 8,682 11,278 NA NA NA NA

Business Enterprises 3,701 3,631 3,926 5,011 5,025 NA 5,961 NA

Government 4,473 5,191 4,544 5,959 5,997 NA 5,611 NA

Non-profit 90 109 133 192 243 NA NA NA

Universities 54 65 79 115 63 NA NA NA

From abroad 380 464 562 814 610 NA NA NA

Note: NA --- not available.

' Gross expenditures for performance of R&D including associated capital expenditures, exceptfor the United States where total capital expenditure data are not

available.
2 Data are deflated using the implicit GDP price deflator, except for theUnited States, for which the GNP deflator is used. Deflated data are trar sforried into dollars using

the 1975 purchasing power parity.
3 United Kingdom data for 1970 are for fiscal year 1969/70, and 1979 for fiscal year 1978179.

SOURCES:OECD, Science and Technology Indicators Recent Results, September. 1987, National ScienceFoundation, National Patterns of Science and Technology

Resources, 1987 (forthcoming); National Science Foundation, unpublished statistics

See figures 0.1 and 0-4 in Overview. Science & Engineering Indicators-1987
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Appendix table 4-2. National expenditures for performance of R&D' as a percent of gross national product (GNP),2
by country: 1970-87

Year France West Germany Japan United Kingdom United State Soviet Union
National expenditures on R&D as a percent GNPof

1970 1.91 2.06 1.85 2.07 2.57 3.28197 i 1.90 2.19 1.85 NA 2.42 3.461972 1.90 2.20 1.86 2.11 2.35 3.711973 1.76 2.09 1.90 NA 2.26 3.811974 1.79 2.13 1.97 NA 2.23 3.741975 1.80 2.22 1.96 2.19 2.20 :".781976 1.77 2.15 1.95 NA 2.19 3.611977 1.76 2.14 1.93 NA 2.15 3.541978 1.76 2.24 2.00 2.24 2.14 3.541979 1.81 2.40 2.09 NA 2.19 3 591980 1.84 2.42 2.22 NA 2.29 3.761981 2.01 2.44 2.38 2.41 2.35 3.751982 2.10 2.59 2.47 NA 2.51 3.681983 2.15 2.54 2.61 2.25 2.56 3.821984 2.25 2.52 2.61 NA 2.59 3.951985 2.31 2.67 2.77 2.42 2.69 3.741986 2.41 2.74 NA NA 2.72 3.791987 NA NA NA NA 2.77 NA
National expenditures on R&D national currency in millions

1970 14,955 13,903 1,355,505 1,069 26,134 11,7001971 16,621 16,527 1,532,372 NA 26,676 13,0001972 18,277 18,212 1,791,879 1,350 28,477 14,4001973 19,789 19,232 2.215,837 NA 30.718 15,7001974 23,031 20,990 2,716,032 NA 32,864 16,5001975 26,203 22,968 2,974,573 2.300 35,213 17,4001976 29,774 24,150 3,320,288 NW 39,018 17,7001977 33,185 25,733 3,651,319 NA 42,783 18,3001978 37,671 28,900 4,045,864 3,680 48,129 19,3001979 44,123 33,457 4,583,630 NA 54,933 20,2001980 51,014 35,903 5,246,247 NA 62,593 22.3001981 62,471 37,703 5,982,356 6,134 71,840 23,4001982 74.836 41,300 6.528,701 NA 79,328 24,6001988 84,671 42,512 7,180.782 6,820 87,204 25,7001984 96,198 44,200 7,893,931 NA 97,639 27,6001985 105,917 49,000 8,890,299 8,150 107,642 27,5001986 117,000 53,400 NA NA 116,793 29,0001987 NA NA NA NA 124,250 NA
Gross national product national currency in billions

1970 782.0 676.0 73,128.0 51.6 1,015.5 356.21971 873.1 756.0 82,725.8 57.8 1,102.7 375.71972 961.3 827.2 96,424.0 63.9 1,212.8 388.61973 1,121.3 920.1 116,636.3 74.2 1,359.3 412.21974 1,284.4 986.9 138,044.6 84.3 1,472.8 441.01975 1,452.0 1,034.9 151,797.0 105.2 1,598.4 460.51976 1,677.8 1,125.0 170.290.0 125.7 1,782.8 490.01977 1,885.0 1,200.0 188,804.3 143.2 1,990.5 516.61978 2,141.0 1,290.7 202,708.0 164.6 2,249.7 545.11979 2,442.0 1,395.3 218,894.0 191.1 2,508.2 563.21980 2,765.0 1,484.2 235,834.0 229.5 2,732.0 593.11981 3,110.6 1,545.1 251,259.0 254.8 3,052.6 624.21982 3,567.0 1,597.1 263,984.0 278.1 3,166.0 667.81983 3,935.0 1,674.1 274,639.0 303.2 3,401.6 672.91984 4,277.2 1,756.9 303,019.8 322.7 3,774.7 699.31985 4,579.6 1,837.9 320,774.8 337.0 3,996.7 735.51986 4.857.2 1,949.0 330,712.7 NA 4,291.0 765.01987 NA NA NA NA 4,491.3 NA
Note: NA Not available.

Note: The latest data may be preliminary or estimates The figures
for West Germany increased in '979 in part because of increased coverage of small and mediumenterprises not surveyed prior to 1977.

Gross expenditures for performance of R&D including associated capital expenditures except for the United States where total capital expenditure data are notavailable. U S. estimates or the period 1972.80 show that the inclusion of capital expenditures would have an impact of lessthan one percent of the R&D/GNP ratio.2 Gross domestic product is used for France.

SOURCES: GNP data: International Monetary Fund, International FinancialStatistics, vol 30 (May 1977), vol 3 i (May 1978), vol 31 (August 1978), vol 32 (January1979). and vol 33 (August 1980), U S Department of Commerce, International Economic Inotcators (June 1984) internationalR&D expenditure data OECD, Scienceand Technology Indicators Recent Results, 1981-87, September, 1987 and OECD, Science, Technology and Industry Indicators Division, unpublished statistics, SovietUnion: unpublished statistics provided by Robert Campbell, Indiana University United States Division of Science Resources Studies, National Science Foundation.National Patterns of Science and Technology Resources. 1987 (forthcoming)
See figure 0-2 in Overview.
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Appendix table 44. Estimated non-defense R&D expenditure& as a percent of gross national product (GNP),2 by
country: 1971-87

Year France West Germany Japan United Kingdom United States

Estimated R&D expenditures GNPnon-defense as a percent of

1971 NA 2.03 1.84 NA 1.65

1972 1.58 2.08 1.84 1.56 1.60

1973 1.38 1.94 1.89 NA 1.58

1974 1.43 1.98 1.96 NA 1.63

1975 1.46 2.08 1.95 1.55 1.63

1976 1.44 2.01 1.94 NA 1.62

1977 1.44 2.01 1.92 NA 1.61

1978 1.41 2.10 1.98 1.61 1.63

1979 1.42 2.27 2.08 NA 1.69

1980 1.43 2.30 2.21 NA 1.79

1981 1.50 2.34 2.37 1.72 1.81

1982 1.63 2.48 2.46 NA 1.88

1983 1.69 2.43 2.60 1.60 1.87

1984 1.76 2.41 2.59 NA 1.86

1985 1.85 2.53 2.75 1.71 1.86

1986 1.94 2.60 NA NA 1.85

1987 NA NA NA NA 1.88

Estimated non-defense R&D expenditures national currency in billions

1971 NA 15.3 1,520.1 NA 18.1

1972 15.2 17.2 1,777.8 1.0 19.4

1973 15.4 17.9 2,200.2 NA 21.5

1974 18.4 19.6 2,699.8 NA 24.0

1975 21.2 21.6 2,957.5 1.6 26.1

1976 24.2 22.7 3,301.4 NA 28.9

1977 27.1 24.1 3,629.3 NA 32.1

1978 30.2 27.2 4,021.7 2.7 36.6

1979 34.8 31.6 4,556.9 NA 42.3

1980 39.7 34.2 5,217.2 NA 48.8

1981 46.8 36.1 5,950.1 4.4 55.3

1982 58.1 39.7 6,493.1 NA 59.5

1983 66.6 40.7 7,140.3 4.8 63.7

1984 75.4 42.3 7,848.1 NA 70.3

1985 84.8 46.5 8,830.0 5.8 74.3

1986 94.3 50.7 NA NA 79.4

1987 NA NA NA NA 84.5

Gross product national currency in billionsnational

1971 873.1 756.0 82,725.8 57.8 1,102.7

1972 961.3 827.2 96,424.0 63.9 1,212.8

1973 1,121.3 920.1 116,636.3 74.2 1,359.3

1974 1,284.4 986.9 138,044.6 84.3 1,472.8

1975 1,452.0 1,034.9 151,797.0 105.2 1,598.4

1976 1,677.8 1,125.0 170,290.0 125.7 1,782.8

1977 1,885.0 1,200.0 188,804.3 143.2 1,990.5

1978 2,141.0 1,290.7 202,708.0 164.6 2,249.7

1979 2,442.0 1,395.3 218,894.0 191.1 2,508.2

1980 2,765.0 1,484.2 235,834.0 229.5 2,732.0

1981 3,110.6 1,545.1 251,259.0 254.8 3,052.6

1982 3,567.0 1,597.1 263,984.0 278.1 3,166.0

1983 3,935.0 1,674.1 274,639.0 303.2 3,401.6

1984 4,277.2 1,756.9 303,019.8 322.7 3,774.7

1985 4,579.6 1,837.9 320,774.8 337.0 3,996.7

1986 4,857.2 1,949.0 330,712.7 NA 4,291.0

1987 NA NA NA NA 4,491.3

Note: NA = Not available.

Note: The latest data may be preliminary or estimates. The figures for West Germany increased in 1979 in part because of increased coverage of small and medium

enterprises not surveyed prior to 1977.

' Gross expenditures for performance of R&D including associated capital expenditures, except for the United States, where total capital expenditure data are not

available. U.S. estimates for the period 1972.80 show that the inclusion of capital expenditures would have an impact of less than one tenth of one percent of the R&D/

GNP ratio.
2 Gross domestic product is used for France.

SOURCES: GNP data: International Monetary Fund, International Financial Statistics, vol. 30 (May 1977), vol. 31 (May 1978), vol 31 (August 1978), vot 32 (January

1979), and vol. 33 (August 1980). U.S. Department of Commerce, International Economic Indicators (June 1984), international R&D expenditure data OECD, Science

and Technology indicators Recent Results, 1981-87, September, 1987 and OECD, Science, Technology and Industry Indicators Division, unpublished statistics; United

States: Division of Science Resources Studies, National Science Foundation. National Patterns of Science and Technology Resources, 1987 (forthcoming)

See figure 0.3 in Overview.
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Appendix table 4-4. Research and development, by performer: 1960-87

Nonprofit Nonprofit
Year Total Federal Industry U&C FFRDC's institutions Total Federal Industry U&C FFRDC's institutions

Millions of dollars Millions constant 1982 dollars'
1960 13,523 1,726 10,509 646 360 282 43,693 5,577 33,955 2,087 1,163 911
1961 14,316 1,874 10,908 763 410 361 45,826 5,999 34,917 2,442 1,312 1,156
1962 15,394 2,098 11,464 904 470 458 48,197 6,569 35,892 2,830 1,472 1,434
1963 17,059 2,279 12,630 1,081 530 539 52,651 7,034 38,981 3,336 1,636 1,664
1964 18,854 838 13,512 1,275 629 600 57,255 8,618 41,032 3,872 1,910 1,822

1965 20,044 .1,093 14,185 1,474 629 663 59,337 9,156 41,992 4,364 1,862 1,963
1966 21,846 3,220 15,548 1,715 630 733 62,489 9,211 44,474 4,906 1,802 2,097
1967 23,146 3,396 16,385 1,921 673 771 64,402 9,449 45,590 5,345 1,873 2,145
1968 24,605 3,494 17,429 2,149 719 814 65,213 9,261 46,194 5,696 1,906 2,157
1969 25,631 3,503 18,308 2,225 725 870 64,432 8,806 46,023 5,593 1,823 2,187
1970 26,134 4,079 18,067 2,335 737 916 62,179 9,705 42,986 5,556 1,754 2,179
1971 26,676 4,228 18,320 2,500 716 912 60,108 9,527 41,280 5,633 1,613 2,055
1972 28,477 4,590 19,552 2,630 753 952 61,254 P,373 42,056 5,657 1,620 2,048
1973 30,718 4,762 21,249 2,884 817 1,006 62,006 9,612 42,893 5,822 1,649 2,031
1974 32,864 4,911 22,887 3,023 865 1,178 60,904 9,101 42,415 5,602 1,603 2,183
1975 35,213 5,354 24,187 3,409 987 1,276 59,371 9,027 40,781 5,748 1,664 2,151
1976 39,018 5,769 26,997 3,729 1,147 1,376 61,865 9,147 42,805 5,912 1,819 2,182
1977 42,783 6,012 29,825 4,067 1,384 1,495 63,539 8,936 44,330 6,045 2,057 2,222
1978 48,129 6,811 33,304 4,625 1,717 1,672 66,642 9,431 46,115 6,404 2,377 2,315
1979 54,933 7,417 38,226 5,361 1,935 1,994 69,916 9,440 48,652 6,823 2,463 2,538
1980 62,593 7,632 44,505 6,060 2,246 2,150 73,020 8,903 51,919 7,070 2,620 2,508
1981 71,840 8,425 51,810 6,819 2,486 2,300 76,458 8.967 55,140 7,257 c,646 2,448
1982 79,316 9,141 57,995 7,267 2,479 2,425 79,316 9,141 57,995 7,267 2,479 2,425
1983 87,204 10,582 63,403 7,807 2,737 2,675 83,963 10,189 61,047 7,517 2,635 2,576
1984 97,639 11,572 71,471 8,503 3,118 2,975 90,633 10,742 66,343 7,893 2,894 2,702
1985 107,462 12,998 78,181 9,504 3,529 3,250 96,665 11,692 70,326 8,549 3,174 2,923
1986 116,793 13,533 85,660 10,600 1,600 3,400 102,405 11,866 75,107 9,294 3,157 2,981
1987 124,250 15,000 90,700 11,150 ::,800 3,600 105,422 12,727 76,956 9,460 3,224 3,054

' GNP implicit price deflator used to convert current dollars to constant 1982 dollars.

SOURCE: National Science Foundation, National Patterns of Science and Technology Resources. 19&7 (forthcoming)
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Appendix table 4-5. Research and development, by source and performer: 1960-87

Year Total Federal'

Industry' Universities and colleges'

FFRDC

Nonprofit institutions'

Total Federal Industry Total Federal Industry U&C NP Total Federal Industry NP

Millions dollarsof

1960 ... 13,523 1,726 10,509 6.081 4,428 646 405 40 149 52 360 282 166 48 68

1961 ... 14,316 1,874 10,908 6,240 4,668 763 500 40 165 58 410 361 226 49 86

1962 . . . 15,394 2,098 11,464 6,435 5,029 904 613 40 185 66 470 458 295 54 109

1963 . . . 17,059 2,279 12.630 7,270 5,360 1,081 760 41 207 73 530 539 365 55 119

1964 ... 18,854 2,838 13,512 7,720 5,792 1,275 917 40 235 83 629 600 433 55 112

1965 . .. 20,044 3,093 14,185 7,740 6,445 1.474 1,073 41 267 93 629 663 477 62 124

1966... 21,846 3,220 15,548 8,332 7,216 1,715 1,261 42 304 108 630 733 525 70 138

1967 ... 23,146 3,396 16.385 8,365 8,020 1,921 1,409 48 345 119 673 771 552 74 145

1968 ... 24,605 3,494 17,429 8,560 8.869 2,149 1,573 55 390 131 719 814 582 81 151

1969 ... 25,631 3,503 18,308 8,451 9.857 2,225 1,600 60 420 145 725 870 616 93 161

1970 ... 26,134 4,079 18,067 7,779 10,288 2,335 1,648 61 461 165 737 916 649 95 172

1971 . . 26,676 4,228 18,320 7,666 10,654 2,500 1,724 70 529 177 716 912 630 98 184

1972 ... 28,477 4,590 19,552 8,017 11,535 2,630 1,795 74 574 187 753 952 653 101 198

1973 30,718 4,762 21,249 8,145 13,104 2,884 1,985 84 613 202 817 1,006 690 105 211

1974 ... 32,864 4,911 22,887 8,220 14,667 3,023 7')32 96 677 218 865 1,178 822 115 241

1975 35,213 5,354 24,187 8,605 15,582 3,409 2,288 113 749 259 987 1,276 875 125 276

1976 39,018 5,769 26,997 9,561 17,436 3,729 2,512 123 810 284 1,147 1,376 925 135 316

1977 42,783 6.012 29,825 10,485 19,340 4.067 2,726 139 88 314 1,384 1,495 987 150 358

1978 48,129 6,811 33,304 11,189 22,115 4,625 3,059 170 1,031 359 1,717 1,672 1,100 165 407

1979 54,933 7,417 38,226 12,518 25,708 5,361 3,595 193 1,200 373 1,935 1,994 1,350 180 464

1980 62 '.93 7,632 44,505 14,029 30,476 6,060 4,094 235 1,323 408 2,246 2,150 1,450 200 500

1981 71,840 8,425 51,810 16,382 35,428 6,819 4,562 291 1,520 446 2,486 2,300 1,550 225 525

1982 79,316 9,141 57,995 18,483 39,512 7,267 4,752 334 1,690 500 2,479 2,425 1,650 250 525

1983 87.204 10,582 63,403 20,542 42,861 7,807 4,960 379 1,881 587 2,737 2,675 1,850 275 550

1984 97,639 11,572 71,471 23,163 48,308 8,503 5,388 458 2,024 633 3,118 2,975 2,100 300 575

1985 107,462 12,998 78,181 26,485 51,696 9,504 6,003 538 2,259 704 3,529 3,250 2,315 335 600

1986 116,793 13,533 85,660 30,936 54.724 10,600 6,750 600 2,500 750 3,600 3,400 2,400 375 625

1987 124,250 15,000 90,700 33,000 57,700 11,150 7,000 670 2,700 780 3,800 3,600 2,550 400 650

' Performing sector

SOURCE: National Science Foundation. National Patterns of Science and Technology Resources 1987 (forthcoming)
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Appendix table 4-6. National R&D expenditures, by character of work: 1960-87

Year
Basic

research
Applied
research Development

Basic
research

Applied
research Development

Millions dollars Millions of constant 1982of - dollars' -
1960 $1,197 $3,020 $9,306 3,868 9,758 30,068
1961 1,401 3,065 9,850 4,485 9,811 31,530
1962 1,724 3,665 10,005 5,398 11,475 31,324
1963 1,965 3,742 11,352 6,065 11,549 35,037
1964 2,289 4,128 12,437 6,9E51 12,536 37,768
1965 2,555 4,339 13,150 7,564 12,845 38,928
1966 2,814 4,601 14,431 8,049 13,161 41,279
1967 0,056 4,78i, 15,310 8,503 13 300 42,599
1968 3,296 5,131 16,178 8,736 1:1.599 42,878
1969 3,441 5,316 16,874 8,650 13,3f.k3 42,418
1970 3,549 5,720 16,865 8,444 13,609 40,126
1971 3,672 5,739 17,265 8,274 12,932 38,903
1972 3,829 5,984 18,664 8,236 12,872 40,146
1973 3,946 6,597 20,175 7,965 13,317 40,725
1974 4,239 7,228 21,397 7,556 13,395 39,653
1975 4,608 7,863 22,742 7,769 13,257 38,344
1976 4,977 9,046 24,995 7,891 14,343 39,631
1977 5,537 9,745 27,501 8,230 14,484 40,875
1978 6,392 10,844 30,893 8,851 15,015 42,776
1979 7,257 12,372 35,304 9,236 15.746 44,933
1980 8,079 14,050 40,464 9,425 16,391 47,205
1981 9,180 16,877 45,783 9,770 17,962 48,726
1982 9,937 18,518 50,861 9,937 18,518 50,861
1983 11,058 20,351 55,795 10,647 19,595 53,721
1984 12,076 21,445 64,118 11,210 19,906 59,517
1985 (Pre li ;i.) 13,222 23,324 70,916 11,893 20,980 63,791
1986(Est.) 14,309 25,020 77,464 12,546 21,938 67,921
1987(Est.) 14,815 26,095 83,340 12,570 22,141 70,711

GNP implicit price deflators used to convert current dollars to constant 1982 dollars.

Note: The National Science Foundation uses the following definitions of character of work In its resource surveys.

Basic research -Basic research has as its objective"a fuller knowledge or understanding of the subject under study, rather than a practical application thereof To take
into account industrial goals NSF modifies this definition for the industry sector to indicate that basic research advances scientific knowledge not having specific
commercial objectives, although such investigations may be in fields of present or potential interest to the reporting company:
Applied research - Applied research is directcJ toward gaining "knowledge or understanding necessary for determining the means by which a recognized and specific
need n "I be met" In industry applied research includes investigations directed -to the discoveryof new scientific Knowledge having specific commercial objectives
with respect to products or processes:

Development - Development is the "systematic use of the knowledge or understanding gained from research, directed toward the production of useful materials,
devices systems or methods, including design and development or prototypes and processes."

SOURCE: National Science Foundation, National Patterns of Science and Technology Resources, 1987 (forthcoming)
See figure 0.5 in Overview. Science & Engineering Indicators-1987
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Appendix table 4-7. National research and development expenditures, by
sector and character of work: 1985

Sector

Basic
research

Applied
research Development

Millions of dollars

Universities and colleges' 6,377 2,572 555

Non-profit institutions' 1,063 869 633

Federally funded research and development centers 1,221 1,777 3,063

Federal government 1.961 3.148 7,889

Industry' 2.600 14.958 58.776

' Excludes federally funded research and development centers.
2 Includes university-administered. nonprofitadministered, and industry-administered FFROCs

SOURCES: National Science Foundation. National Patterns of Science and Technology Resources. 1987
(forthcoming): NSF Federal Funds (or Research and Development. Vols 34 and 35; NSF Research and

Development in Industry. 1985

See figure 0.23 M Overview. Science & Engineering Indicators-1987

Appendix table 4-8. Academic research and development and nonacademic basic research: 1960-87

Year

Academic research and development Nonacidemic basic research

Millions of As a percent of Millions of As a percent of

Current
dollars

Constant
1982 dollars' Total R&D GNP

Current
dollars

Constant
1982 dollars' Total R&D GNP

1960 646 2,077 4.78 0.13 764 2,464 5.65 0.15

1961 763 2,427 5.33 0.14 865 2,762 6.04 0.16

1962 904 2,825 5.87 0.16 1.065 3,332 6.92 0.19

1963 1,081 3,318 6.34 0.18 1,151 3,546 6.75 0.19

1964 1,275 3,858 6.76 0.20 1,286 3,899 6.82 0.20

1965 1,474 4.367 7.35 0.21 1,417 4,196 7.07 0.20

1966 1,715 4,937 7.85 0.22 1.511 4,333 6.92 0.20

1967 1,921 5,347 8.30 0.24 1,599 4,450 6.91 0.20

1968 2,149 5,778 8.73 0.24 1,647 4,392 6.69 0.18

1969 2,225 5,676 8.68 0.23 1,730 4,379 6.75 0.18

1970 2,335 5,629 8.93 0.23 1.753 4.197 6.71 0.17

1971 2,500 5,726 9.37 0.23 1.758 3.993 6.59 0.16

1972 2,630 5,710 9.24 0.2, 1.807 3,904 6.35 0.15

1973 2,884 5.965 9.39 0.21 1,893 3.866 6.16 0.14

1974 3.023 5.796 9.20 0.21 2.085 3.926 6.34 0.14

1975 3,409 5.927 9.68 0.21 2.198 3.761 6.24 0.14

1976 3.729 6.007 9.56 0.21 2.428 3.879 6.22 0.14

1977 4,067 6.067 9.51 0.20 2.737 4,076 6.40 0.14

1978 4.625 6.449 9.61 0.21 3,216 4.469 6.68 0.14

1979 5.361 6.882 9.76 0.21 3.645 4.65k) 6.64 0.15

1980 6,060 7,151 9.68 0.22 4,053 4.755 6.48 0.15

1981 6.819 7.316 9.49 0.22 4.604 4,919 6.41 0.15

1982 7.276 7.276 9.17 0.23 5,080 5,080 6.40 0.16

1983 7,807 7,490 8.95 0.23 5.789 5.565 6.64 0.17

1984 8,503 7.859 8.71 0.23 6,438 5,965 6.59 0.17

1985 9,504 8,509 8.84 0.24 6.845 6.144 6.37 0.17

1986 (Est.) 10.600 9.229 9.08 0.25 7.209 6.302 6.17 0.17

1987 (Est.) 11.150 9,439 8.97 0.25 7.445 6,311 5.99 0.17

' GNP implicit price deflators used to convert current dollars to constant 1982 dollars.

SOURCE: National Science Foundation. National Patterns of Science and Technology Resources. 1987(forthcoming), and unpublished data

See figure 4.1.
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Appendix table 4-9. Nonacademic applied research: 1960-87

Year

Nonacademic
Nonacademic' Research and applied research as

applied research development a orcent of R&D
Current Constant2 Current Constant2
dollars dollars dollars dollars Percent

Millions dollarsof
1960 52,841 59.168 513,523 543,648 21.01961 2,873 9,181 14,316 45,764 20.11962 3.460 10,827 15,394 48,176 22.51963 3,515 10,833 17,059 52,585 20.61964 3.896 11,819 18,854 57,202 20.7
1965 4,060 12.022 20.044 59,351 20.31966 4,273 12,245 21,846 62,589 19.61967 4,406 12,260 23,146 64.406 19.01968 4.727 12,580 24,605 65,458 19.21969 4.909 12,390 25.631 64,672 19.2
1970 5.293 12.642 26.134 62.405 20.31971 5,265 11,919 25.676 60,385 19.71972 5.460 11.776 28,477 61,414 19.21973 5,884 11,962 30,718 62,427 19.21974 6,492 12.146 32,864 61,467 19.8
1975 7,012 11,928 35,213 59,883 19.919711 8,030 12,793 39,018 62,134 20.61977 8,678 12.912 42.783 63,653 20.31978 9.631 13,362 48.129 66,769 20.01979 10,907 13.914 54,933 70,077 19.9
1980 12,359 14,460 62.593 73,235 19.71981 15.011 16.006 71,840 76,610 20.91982 16,514 .6,514 79,316 79,316 20.81983 18,250 17,558 87,204 83,891 20.91984 19,055 17.673 97.639 90.542 19.5
1985 20.752 18,649 107,462 96,556 19.31986 (Est.) 22.120 19.370 116,793 102,236 18.91987 (Est.) 23,015 19,519 124,250 105,364 18.5

" National expenditures for app' 11:1 research minus applied research funds spent at universities and colleges
GNP implicit puce dellators u.,..rd to convert current dollars In constant 1982 dollars.

SOURCE National Science Foundation. National Patterns ofocrence and Technology Resources. 1987 (forthcoming)
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Appendix table 4-10. Sources of support for academic research and development: 1960-87

Fiscal year
Total

Federal
government

State & local
governments Industry

Institutional
funds

All other
sources

Millions dollarsof

1960 646 405 85 40 64 52

1961 763 500 95 40 70 58

1962 904 613 106 40 79 66

1963 1,081 760 118 41 89 73

1964 1,275 917 132 40 103 83

1965 1,474 1,073 143 41 124 93

1966 1,715 1,261 156 42 148 108

1967 1,921 1,409 164 48 181 119

1968 2,149 1,572 172 55 218 132

1969 2,225 1,600 197 60 223 145

1970 2,335 1,647 219 61 243 165

1971 2,500 1,724 255 70 274 177

1972 2,630 1,795 269 74 305 187

1973 2,884 1,985 295 84 318 202

1974 3,022 2,032 308 95 368 219

1975 3,409 2,288 332 113 417 259

1976 3,729 2,512 364 123 446 285

1977 4,067 2,726 374 139 514 314

1978' 4,625 3,059 414 170 623 35S

1979 5,361 3,595 470 194 728 374

1980 6,061 4,097 491 237 827 408

1981 6,810 4,557 544 291 972 445

1982 7,266 4,747 609 333 1,078 499

1983 7,798 4,953 624 378 1,256 587

1984 8,508 5,386 683 461 1,350 629

1985 9,524 5,998 729 543 1,557 698

1986 10,718 6,633 903 667 1,774 740

1987 (est.) 11,150 7,000 NA 670 NA NA

Millions dollars2constant 1982

1960 2,087 1,309 275 129 207 168

1961 2,442 1,601 304 128 224 186

1962 2,830 1,919 332 125 247 207

1963 3,336 2,346 364 127 275 225

1964 3,872 2,785 401 121 313 252

1965 4,364 3,17C 423 121 367 275

1966 4,906 3,607 446 120 423 309

1967 5,345 3,920 456 134 504 331

1968 5,696 4,166 456 146 578 350

1969 5,593 4,022 495 151 561 365

1970 5,556 3,919 521 145 578 393

1971 5,633 3,885 575 158 617 399

1972 5,657 3,861 579 159 656 402

1973 5,822 4,007 595 170 642 408

1974 5,600 3,766 571 176 682 406

1975 5,748 3,858 560 191 703 437

1976 5,912 3,983 577 195 707 452

1977 6,045 4,052 556 207 764 467

1978' 6,404 4,236 573 235 863 497

1979 6,823 4,576 598 247 927 476

1980 7,071 4,780 573 276 965 476

1981 7,248 4,850 579 310 1,034 474

1982 7,266 4,747 609 333 1,078 499

1983 7,508 4,769 601 364 1,209 565

1984 7,898 5,000 634 428 1,253 584

1985 8,567 5,395 656 488 1,401 628

1986 9,398 5,816 792 585 1,555 649

1987 (est.) 9,460 5,939 NA 568 NA NA

(continued)
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Appendix table 4-10. (Continued)

As a percent of total academic R&D
1960 100.0 62.7 13.2 6.2 9.9 8.01961 100.0 65.5 12.5 5.2 9.2 7.61962 100.0 67.8 11.7 4.4 8.7 7.31963 100.0 70.3 10.9 3.8 8.2 6.81964 100.0 71.9 10.4 3.1 8.1 6.51965 100.0 72.8 9.7 2.8 8.4 6.31966 100.0 73.5 9.1 2.4 8.6 6.31967 100.0 73.2 8.5 2.5 9.4 6.21968 100.0 73.2 8.0 2.6 10.1 6.11969 100.0 71.9 8.9 2.7 10.0 6.51970 100.0 70.5 9.4 2.6 10.4 7.11971 100.0 69.0 10.2 2.8 11.0 7.11972 100.0 68.3 10.2 2.8 11.6 7.11973 100.0 68.8 10.2 2.9 11.0 7.01974 100.0 67.2 10.2 3.1 12.2 7.21975 100.0 67.1 9.7 3.3 12.2 7.61976 100.0 67.4 9.8 3.3 12.0 7.61977 100.0 67.0 5.2 3.4 12.6 7.71978' 100.0 66.1 9.0 3.7 13.5 7.81979 100.0 67.1 8.8 3.6 13.6 7.01980 100.0 67.6 8.1 3.9 13.6 6.71981 100.0 66.9 8.0 4.3 14.3 6.51982 100.0 65.3 8.4 4.6 14.8 6.91983 100.0 63.5 8.0 4.8 16.1 7.51984 100.0 63.3 8.0 5.4 15.9 7.41985 100.0 63.0 7.7 5.7 16.3 7.31986 100.0 61.9 8.4 6.2 16.6 6.91987 (est.) 100.0 62.8 NA 6.0 NA NA

' Estimated. based on data collected from doctorategranting institutions only.
2 GNP deflator used to convert current to constant dollars.

SOURCE: National Science Foundation. Academic Science and Engineering. R&D Funds, FY 1986. and unpublished data
See figure 0-31 in Overview
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Appendix table 4-11. Federal obligations for academic research and development, by agency: 1S57 -87

Year

All
agencies

Total
agencies DOE' DOD NIH NASA NSF USDA

Other
agencies

Millions of dollars

1967 $1,454 S1,240 $90 S280 $478 $119 $209 S64 $214

1968 1,487 1,252 93 244 525 108 221 61 235

1969 1,529 1,273 101 263 535 99 213 62 256

1970 1,476 1,238 100 216 518 111 228 65 238

1971 1,645 1,366 94 211 603 119 267 72 279

1972 1,904 1,641 85 217 756 134 362 87 263

1973 1,917 1,647 83 204 761 131 374 94 270

1974 2,214 1,927 94 197 1,027 125 389 95 287

1975 2,411 2,086 132 203 1,077 131 435 108 325

1976 2,552 2,251 145 240 1,185 124 437 120 301

1977 2,905 2,541 188 273 1,311 118 511 140 364

l9-y3 3,375 2,966 240 383 1,493 127 537 186 409

1979 3,889 3,419 260 438 1,765 139 617 200 470

1980 4,263 3,727 285 495 1,888 158 685 216 536

1981 1,466 3,973 300 573 1,984 171 702 243 493

1982 4,605 4,123 277 664 2,026 186 715 255 482

1983 4,966 4,532 297 724 2,264 189 783 275 434

1984 5,565 5,074 321 830 2,560 222 380 261 491

1985 6,299 5,765 357 940 2,918 255 1,002 293 534

1986 (Est.) 6,555 6,001 328 1,074 3,033 305 994 267 554

1987 (Est.) 6,559 6,097 315 1,232 2,846 325 1,143 236 462

Millions 1982 dollars2constant

1967 4,048 3,451 250 779 1,330 331 582 :78 596

1968 3,998 3,366 250 656 1,412 290 594 164 632

1969 3,901 3,247 258 671 1,365 253 543 158 653

1970 3,558 2,985 241 521 1,249 268 550 157 574

1971 3,768 3,129 215 483 1,381 273 612 165 639

1972 4,134 3,563 185 471 1,641 291 786 189 571

1973 3,965 3,406 172 422 1,574 271 774 194 558

1974 4,245 3,694 180 378 1,969 240 746 182 550

1975 4,192 3,627 229 353 1,872 228 756 188 565

1976 4,111 3,626 234 387 1,909 200 704 193 485

1977 4,334 3,791 280 407 1,956 176 762 209 543

1978 4,706 4,136 335 534 2,082 177 749 259 570

1979 4,992 4,389 334 552 2,266 178 792 257 603

1980 5,031 4,398 336 584 2,228 186 808 255 633

1981 4,791 4,262 322 615 2,129 183 753 261 529

1982 4,605 4,123 277 664 2,026 186 715 255 482

1983 4,764 4,348 285 695 2,172 181 751 264 416

1984 5,144 4,690 297 767 2,366 205 813 241 454

1985 5,640 5,162 320 842 2,613 228 897 262 478

1986 (Est.) 5,707 5,225 286 935 2,641 266 865 232 482

1987 (Est.) 5,552 5,161 267 1,043 2,409 275 968 200 '191

' Atomic Energy Commission. 1967-73, Energy Research and Development Admini3tration, 1974-76, Dep..1.iient of Energy 1977-87.

2 GNP implicit price deflators used to convert current dollars to constant 1982 dollars.

SOURCE; National Science Foundation, Federal Funds for Research and Development. Detailed Historical Tables. FY 1955-87
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Appendix table 4-12. Forms of Federal support for academic science and engineering, and NIH indirect cost ratio:
1966-86

Fellowships,
Research & ttaineeships General NIH
development & Training support Other ste Research & Indirect

plant grants for s/e activities development cost ratio'

Thousands of dollars (Percent)
1966 114,767 365,560 (2) 431,031 1,252,146 15.3
1967 111,309 447,236 (2) 464,008 1,301,242 16.9
1968 96,148 440,895 (2) 414,469 1,398,305 19.1
1969 54.516 436,270 (2) 395,932 1,474,681 20.9
1970 44,778 429,408 (9 266,775 1,446,618 22.2
1971 29,942 421,029 99,669 212,369 1,551,391 22.6
1972 36,917 387,888 83,288 211,592 1,852,963 20.6
1973 43,338 287,210 38,964 210.788 1,870,690 23.2
1974 29,009 326,600 86,974 205,691 2,085,204 24.4
1975 44,787 201,273 46,353 262,256 2,246,088 25.9
1976 23,899 174,871 74,483 252,223 2,430,970 26.7
1977 36,471 184,671 75,928 247,968 2,803,017 27.2
1978 34,328 205,925 74,398 254.505 3,385,770 27.2
1979 32,068 204,866 92,483 262,985 3,873,514 27.8
1980 37,780 210,121 91,541 287,211 4,159,857 28.6
1981 27,694 205,448 92,721 321,499 4,410,199 29.5
1982 31,200 176,582 80,137 336,387 4,553,755 30.0
1983 37,547 189,616 94,847 331,769 5,023,677 30.5
1984 49,764 194,895 112,588 396,432 5,634,400 31.23
1985 113.932 253,082 119,171 389.746 6,368,608 31.73
1986 105,827 246,196 111,130 392,698 6,538,280 NA

f The indirect cost rate is the percent of total grant support which goes to indirect costs of reseaiu, The NIH ratio is used here as a proxy for all Federal research. Other
estimates are lower See, for example, General Accounting Office, "University Finances. Research Revenues and Expervtitures. GAOIRCED86-1626R, July 1986,
which estimates the all-agency indirect cost rate in 1984 at 25 percent (ix 30)
2 Not separately classified, included under other science/engineering activities.
3 Projected.

SOURCES' National Science Foundation, Federal Support to Universities. Colleges. andSelected Nonprofit Institutions, FY 1985. National In "itutes of Health Federal
Assistance Accounting Branch

See figure 4-2.
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Appendix table 4-13. Sources of support for nonacademic' basic research:
1960-87

Year Total

Federal
Government Industry

Other
Nonprofit
institutions

Millions dollarsof

1960 $ 764 $ 416 $ 318 $30

1961 865 492 336 37

1962 1,065 650 369 46

1963 1,151 701 400 50

1964 1,286 830 409 47

1965 1,417 930 435 52

1966 1,511 970 483 58

1967 1,599 ,077 461 61

1968 1,647 1,085 499 63

1969 1,730 1.162 501 67

1970 1,753 1,193 488 72

1971 1,758 1,180 501 77

1972 1,607 1,213 510 84

1973 1,893 1,255 548 90

1974 2,085 1,389 590 106

1975 2,198 1,445 633 120

1976 2,428 1,595 698 135

1977 2,737 1,816 771 150

1978 3,216 2,181 865 170

1979 3,645 2,472 978 195

1980 4,053 2,708 1,130 215

1981 4,604 2,961 1,418 225

1982 5,090 3,250 1,615 215

1983 5,789 3,737 1,832 220

1984 6,438 4,110 2,103 225

1985 6,845 4,359 2,256 230

1986 (Est.) 7,209 4,570 2,399 240

1987 (Est.) 7,445 4,665 2,530 250

Millions 1982 dollars2constant

1960 $2,468 51,344 $1,027 $97

1961 2,769 1,575 1,076 118

1962 3,334 2,035 1,155 144

1963 3,552 2,164 1,235 154

1964 3,905 2,520 1,242 143

1965 4,195 2,753 1,288 154

1966 4,322 2,775 1,382 166

1967 4,449 2,997 1,283 170

1968. 4,365 2,676 1,323 167

1969 4,349 2,921 1,259 168

1970 4,171 2,838 1,161 171

1971 3,961 2,659 1,129 174

1972 3,887 2,609 1,097 131

1973 3,821 2,533 1,106 182

1974 3,864 2,574 1.093 196

1975 3,706 2,436 1,067 202

1976 3,850 2,529 1,107 214

1977 4,068 2,699 1,146 223

1978 4,453 3,020 1,19& 235

1979 4,639 3,146 1,245 248

1980 4,728 3,159 1,318 251

1981 4,900 3,151 1,509 239

182 5,090 3,250 1,615 215

1983 5,574 3,598 1,764 212

1984 5,976 3,815 1,952 209

1985 6,157 3,921 2,029 207

1986 (Est.) 6,321 4,007 2,103 210

1987 (Est.) 6,317 3,958 2,147 212

Expenditures for basic research minus basic research funds sent to universities and colleges
2 GNP implicit price deflators used to convert current dollars to constant 1982 dollars

SOURCE: National Science Foundation, National Patterns of Science and Technology Resources. 1987
(forthcoming)
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Appendix table 4-14. Federal obligations for basic research at FFRDC's, by
agency: 1967-88

Year
All

agencies DOE' DOD NIH NASA NSF
All other
agencies

Millions of dollars
1967 6242 $207 62 $0 $14 $17 $2
1968 258 202 4 0 28 21 2
1969 253 199 4 0 21 25 3
1970 270 203 2 0 39 24 2
1971 259 200 0 0 27 30 1
1972 294 201 1 1 49 42 0
1973 272 213 1 1 23 34 0
1974 261 209 5 2 4 40 1

1975 319 255 2 10 12 40 1
1976 353 276 1 19 9 45 1

1977 383 316 1 8 10 46 0
1978 428 345 2 16 9 55 0
1979 467 358 10 18 12 69 0
1980 515 395 25 18 16 61 0
1981 572 437 31 19 12 73 0
1982 613 491 6 23 19 74 0
1983 632 558 11 19 18 76 0
1984 752 607 14 20 19 91 0
1985 823 672 13 21 24 87 6
1986 822 675 11 ,..6 22 83 4
1987 (Est.) 912 744 15 32 24 92 4
1988 (Est.) 987 814 7 28 35 99 4

As a percent or all agencies
1967 100.0 85.6 0.9 0.0 5 7 7.0 0.9
1963 100.0 78.3 1.5 0.1 10.8 8.3 0.9
1969 100.0 78.8 1.8 0.0 8.5 9.7 1.2
1970 100.0 75.2 0.7 0.1 14.5 6.9 0.6
1971 100.0 77.3 0.2 0.2 10.6 11.6 0.2
1972 100.0 68.2 0.2 0.3 16.8 14.5 0.0
1973 100.0 78.4 0.5 0.3 8.3 12.5 0.0
1974 100.0 80.2 1.9 0.7 1.4 15.3 0.4
1975 100.0 79.8 0.5 3.1 3.8 12.4 0.3
1976 100.0 78.3 0.4 5.5 2.7 12.7 0.4
1977 100.0 82.7 0.3 2.2 2.6 12.1 0.1
1978 100.0 80.6 0.4 3.7 2.2 13.0 0.1
1979 100.0 76.6 2.1 3.9 2.6 14.8 0.0
1980 100.0 76.8 4.9 3.4 3.1 11.8 0.0
1981 100.0 76.4 5.5 3.2 2.2 12.7 0.0
1982 100.0 80.1 0.9 3.7 3.1 12.1 0.0
1983 100.0 81.9 1.6 2.7 2.6 11.1 0.1
1984 100.0 80.7 1.8 2.7 2.6 12.2 0.0
1985 100.0 81.6 1.6 2.6 2.9 10.5 0.7
1986 100.0 82.2 1.3 3.2 2.7 10.1 0.5
1987 (Est.) 100.0 81.6 1.7 3.5 2.7 10.1 0.5
1988 (Est.) 100.0 82.5 0.7 2.8 3.6 10.0 0.4

Atomic Energy Commission. 1967-1973: Energy Research and Development Administration. 1974-1976.
Department of Energy, 1977-present.

SOURCES: National Science Foundation. Federal Funds for Research and Development; FY 1986.1987. and
1988. Vol. XXXVI; National Science Foundation. Federal Funds for Research and Development: Detailed
Historical Tables: FY 1955-1987
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Appendix table 4-15. Federal obligations for basic research to intramural
performers, by agency: 1967-87

Year

All
agencies DOE' DC. 1 NIH NASA NSF USDA

All other
agencies

Millions dollarsof

1967 $435 $5 $82 $65 $110 $11 $63 $99

1968 432 2 86 75 88 11 67 103

1969 532 2 90 85 153 14 77 111

1970 558 1 148 88 134 11 85 91

1971 565 1 141 107 128 14 87 87

1972 597 1 153 120 133 14 97 79

1973 608 1 144 125 141 8 100 89

1974 696 2 145 149 164 43 103 87

1975 734 0 143 164 173 38 107 109

1976 786 0 162 187 147 58 120 i12

1977 914 1 166 204 192 75 144 132

1978 1,029 7 164 245 221 77 161 154

1979 1,089 5 183 281 221 57 169 173

1980 1,182 6 199 320 225 68 180 184

1981 1,302 6 226 335 216 99 202 218

1982 1,466 7 246 405 251 112 219 226

1983 1,690 18 276 449 305 126 239 277

1984 1,861 11 303 479 345 130 274 319

1985 1,961 21 301 543 318 138 296 344

1986 2,018 25 308 579 363 126 293 323

1987 (Est) 2,218 34 271 700 418 131 313 351

1988 (Est.) 2,176 24 290 608 418 157 330 349

As percent of all agenciesa

1967 100.0 1.1 18.9 14.9 25.3 2.5 14.5 22.8

1968 ... 100.0 0.5 19.9 17.4 20.4 2.5 15.5 23.8

1969 100.0 0.4 16.9 16.0 28.8 2.6 14.5 20.9

1970 100.0 0.2 26.5 15.8 24.0 2.0 15.2 16.3

1971 100.0 0.2 25.0 18.9 22.7 2.5 15.4 15.4

1972 100.0 0.2 25.6 20.1 22.3 2.3 16.2 13.2

1973 10, ) 0.2 23.7 20.6 23.2 1.3 16.4 14.6

1974 100.0 0.3 20.8 21.4 23.6 6.6 14.8 12.5

1975 100.0 0.0 19.5 22.3 23.6 5.2 14.6 14.9

1976 100.0 0.0 20.6 23.8 18.7 7.4 15.3 14.2

1977 100.0 0.1 18.2 22.3 21.0 8.2 15.8 14.4

1978 100.0 0.7 15.9 23.8 21.5 7: 15.6 15.0

1979 100.0 0.5 16.8 25.8 20.3 5.2 15.5 15.9

1980 100.0 0.5 16.8 27.1 19.0 5.8 15.2 15.6

1981 100.0 0.5 17.4 25.7 16.6 7.6 15.5 16.7

1982 100.0 0.5 16.8 27.6 17,1 7.6 14.9 15.4

1983 100.0 1.1 16.3 26.6 18.0 7.5 14.1 16.4

1984 100.0 0.6 16.3 25.7 18.5 7.0 14.7 17.1

1985 100.0 1.1 15.3 27.7 16.2 7.0 15.1 17.5

1986 100.0 1.2 15.3 28.7 18.0 6.2 14.5 16.0

1987 (Est) 100.0 1.5 12.2 31.6 18.8 5.9 14.1 15.8

1988 (Est.) 100.0 1.1 13.3 27.9 19.2 7.2 15.2 16.0

' Atomic Energy Commission. 1967.1973: Energy Research and Development Administration. 1974-1976.

Department of Energy, 1977present.

SOURCES: National Science Foundation, Federal Funds for Research andDevelopment. FY 1986. 1987. and

1988, Vol, XXXVI; National Science Foundation. Federal Funds for Research and Development Oetailed

Historical Tables: FY 1955-1987
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Appendix table 4-16. Expenditures for basic research in industry, by source of funds: 1960-87
Current dollars Constant 1982 dollars' Percent

Total Federal Nonfederal Total Federal Nonfederal Federal Nonfederal
Millions dollarsof

1960 $ 376 $79 $297 $1,215 $255 $ 960 21.0% 79.0%1961 395 81 314 1,264 259 1,005 20.5 79.51962 488 143 345 1,528 448 1,080 29.3 70.71963 522 147 375 1,611 454 1,157 28.2 71.81964 549 165 384 1,667 501 1,166 30.1 69.9
1965 592 186 406 1,753 551 , 1,202 31.4 68.61966 624 173 451 1,785 495 1,290 27.7 72.31967 629 202 427 1,750 562 1,188 32.1 67.91968 642 180 462 1,702 477 1,224 28.0 72.01969 618 160 458 1,554 402 1,151 25.9 74.1
1970 602 158 444 1,432 376 1,056 26.2 73.81971 590 134 456 1,329 302 1,027 22.7 77.31972 593 130 463 1,276 280 996 21.9 78.11973 631 132 499 1,274 266 1,007 20.9 79.11974 699 163 536 1,295 302 993 23.3 76.7
1975 730 157 573 1,231 265 966 21.5 78.51976 819 185 634 1,299 293 1,005 22.6 77.41977 911 210 701 1,354 312 1,042 23.1 76.91978 1,035 250 785 1,433 346 1,087 24.2 75.81979 1,158 265 893 1,474 337 1,137 22.9 77.1
1980 1,325 290 1,035 1,546 338 1,207 21.9 78.11981 1,614 301 1,313 1,718 320 1,397 18.6 81.41982 1,880 380 1,500 1,680 380 1,500 20.2 79.81983 2,152 460 1,692 2,072 443 1,629 21.4 78.61984 2,475 471 2,004 2,297 437 1,860 19.0 81.01985 2,628 476 2,152 2,364 428 1,936 18.1 81.91986 (Est.) 2,794 524 2,270 2,450 459 1,990 18.8 81.21987 (Est.) 3,000 600 2,400 2,545 509 2,036 20.0 80.0

Note: Data include federally funded R&D centers administered by industry. Detail may not ;Ad to totals because of rounding.
' GNP implicit price deflators used to conyta current dollars to constant 1982 dollars.

SOURCES: 1960.64 National Science Foundation, National Patterns of Science and Technology Resources. 1981 (NSF 81-311). p 21,1965-84- National ScienceFoundation, National Patterns of Science and Technology Resources. 1984 (NSF 84.311), p 28,1985.87 National Science Foundation. National Patterns of Scienceand Technology Resources, 1987 (forthcoming)
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Appendix table 4-17. Federal obligations for basic research in industry, by
agency: 1967-88

Year

All
agencies DOE' DOD NIH NASA NSF

AU other
agencies

Millions of dollars

1967 $181 $2 $28 $10 $138 $2 $2

1968 195 2 21 8 163 1 1

1969 185 2 18 5 154 2 5

1970 185 1 30 6 146 1 1

1971 167 1 42 7 114 1 1

1972 151 1 37 10 97 2 4

1973 176 0 35 11 125 3 2

1974 124 1 38 16 64 3 3

1975 119 0 42 11 53 6 6

1976 131 0 41 14 66 6 3

1977 208 1 51 13 135 5 4

1978 248 2 57 14 153 12 9

1979 277 2 66 19 175 6 9

1980 325 4 88 18 195 11 10

1981 293 7 77 18 161 20 11

1982 271 6 100 13 119 20 12

1983 306 25 105 20 127 21 7

1984 394 22 91 28 215 24 14

1985 404 23 92 27 210 32 20

1986 545 19 94 34 314 58 27

1987 (Est.) 647 36 91 41 383 61 35

1988 (Est.) 571 27 99 35 200 73 36

As a percent of all agencies

1967 100.0 1.0 15.6 5.3 76.3 0.8 0.9

1968 100.0 0.9 10.7 3.9 83.4 0.6 0.5

1969 100.0 0.9 9.5 2.8 83.4 0.8 2.5

1970 100.0 0.6 16.0 3.2 79.0 0.5 0.6

1971 100.0 0.6 25.4 4.0 68.6 0.7 0.6

1972 100.0 0.4 24.4 6.8 64.3 1.2 3.0

1973 100.0 0.1 20.1 6.2 71.2 1.4 1.1

1974 100.0 0.5 30.4 12.6 51.7 2.3 2.4

1975 100.0 0.1 35.3 9.6 45.0 5.5 4.7

1976 100.0 0.2 31.4 10.8 50.2 4.8 2.6

1977 100.0 0.3 24.5 6.1 64.7 2.4 2.0

1978 100.0 0.7 23.2 5.7 61.8 4.9 3.7

1979 100.0 0.7 23.8 7.0 63.0 2.3 3.3

1980 100.0 1.3 26.9 5.4 59.8 3.4 3.1

1981 100.0 2.5 26.1 6.2 54.9 6.7 3.6

1982 100.0 2.4 37.0 4.9 43.9 7.4 4.4

1983 100.0 8.3 34.2 6.6 41.7 6.9 2.4

1984 100.0 5.5 23.0 7.1 54.4 6.2 3.7

1985 100.0 5.7 22.9 6.6 51.9 8.0 4.9

1986 100.0 3.5 17.2 6.2 57.6 10.7 4.9

1987 (Est.) 100.0 5.6 14.1 6.3 59.2 9.4 5.4

1988 (Est.) 100.0 4.8 17.4 6.2 52.5 12.8 6.3

' Atomic Energy Commission, 1967-1973; Energy Research and Development Administration, 19-4 1976,

Department of Energy, 1977-present.

SOURCE: National Science Foundation, Federal Funds for Research and Development, Detailed Historical
Tables: FY 1955-1987; National Science I oundation. Federal Funds for Research and Development, FY 1986,

1987, and 1988, vol. XXXVI
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Art,:endix table 4-18. Federal obligations for basic research, by field: 1976-88

Field 1976 1977 19/8 1979 1980 1981 1982 1983 1984 1985 1986
1987

(Est) )
1988

(Est.)
Thousands of dollars

Total 2.767,454 3.258.640 3,698.604 4,192.665 4.674.156 5,041.295 5.481.605 6.260,131 7,067,359 7,818,682 8,153,0,5 8.821.058 9.134.074
Total sciences 2.494.655 2.920,957 3.306,043 3,758,007 4.208.928 4.515,277 4,871,138 5,570,628 6.222.368 6,931,850 7,184,568 7,799.038 8.079,389

Physical sciences 721,435 889,994 941.421 1.050,002 1,220.588 1,324:: 1,393,844 1,587,183 1,727.982 1.813.988 1,914.426 2.122.818 2.187.572Chemistry 168.265 208.695 203.260 224.798 256.922 298.188 312.002 362.188 403,367 420,847 433.359 464.253 475.395Physics ..... . 388,440 467,414 518,798 535,624 668.155 735.417 790,741 855.104 921,430 962.805 1.003.363 1.104,210 1,175.236
Math & Computer

sciences 81.805 83.408 97,737 104,164 116.258 140.360 165,064 208,129 240.806 260.633 293.389 299.972 332,547
Environmental

sciences 294.325 387,454 451.278 457,284 522.360 532.833 520.049 580.050 656,731 699.675 749,093 794.858 878,382Atmospheric
sciences . 114.007 143,464 163.275 169,172 179.048 173.829 163.195 172.633 192.172 209,215 240.417 257.951 275.003Geological
sciences .. 95.705 128,720 145.114 157,603 198,335 194,205 177,487 178,292 198,010 249.988 265.478 267.905 300,168Oceanography 76,580 104,593 120.720 119.110 130,678 143,294 154,465 195,615 220,131 219,258 224.304 249.040 283.755

Life sciences 1,222,015 1,383,365 1,588.390 1.891,777 2.054.425 2.223,848 2,526,017 2,891.336 3,287.634 3,807,527 3,858.783 4,168,840 4,270,998
Psychology .... 45,529 55.717 67.473 75,069 84,206 90.992 89,875 92.927 107.861 130.092 132.955 150.287 146.735
Social sciences ... 86.426 95,513 124,347 129.718 147,180 136,951 120.198 137.723 132,581 141,208 113.464 131.480 133,165
Other sciences . 43.120 25.506 35.397 49.993 63,911 65,353 56,091 73,280 68,773 78.727 122.458 130.783 129,990

Total engineering .. 272,799 337,683 392,561 434.658 465,228 526,C.;8 610,467 689,503 844.991 886,832 968.508 1.022,020 1,054,685
Thousands of constant 1982 dollars'

Total 4.457,883 4.861,465 5,157,005 5.382,112 5.515,879 5,408,534 5,481,605 6,006,074 6,532.359 7.000.342 7,098.891 7.467,246 7,423,059
Total sciences 4,018,452 4,357,686 4.609,653 4.824,142 4,966,873 4,844,198 4,871,138 5,344,553 5,751,334 6,2C5,330 6.255,610 6,602,081 6.565,940

Physical sciences 1,162,105 1,327,755 1,312,634 1.347,884 1,440,392 1,421,457 1,393,844 1,522,770 1.597,173 1.624,127 1.666,892 1.797.019 1,777.791Chemistry . . 271,045 311.346 283.408 288,573 305.189 319,910 312,002 347,489 372.832 376.799 377.326 393,002 386,343Physics 625,709 697,321 723,366 687,579 788,477 788,989 790,741 820,401 851,678 862.033 873,629 934.741 955.088
Math & Computer

sciences ...... . . 131,774 124,434 136,276 133,715 137,194 150.585 165,064 199,682 222.577 233.354 255.454 253,934 270.254
Environmental

sciences ... 474.106 578.031 629.222 587.014 616,427 571,648 520,049 556,510 607,016 626,444 652.236 672.867 713,842Atmospheric
sciences 183,645 214.030 227.656 217,166 211,291 186,492 163,195 165.627 177,625 187.318 209,331 218,362 223,489Geological
sciences . 154,164 192.033 202.334 202,315 234,051 208.352 177,487 171,056 183.021 223,823 231,152 226,788 243,940Oceanography 123,357 156,039 168,321 152.901 154,211 153,732 154,465 187,676 203,467 196,309 195.302 210.819 230,601

Lite sciences 1,968,452 2,063,800 ^ 214,710 2,428,469 2,424,386 2,385,847 2.526,017 2,773,996 3,038,760 3.409,013 3,359,846 3,529,027 3,470,945
Psychology 73.339 83,122 94.078 96.366 99,370 97,620 89,875 89.156 99.696 116,476 115,764 127,222 119,248
Social sciences 139,217 142.493 173.378 166.519 173.684 146.927 120,198 132,134 122.545 126.429 98.793 111.301 108.220
Other sciences 69.459 38,052 49.354 64,176 75,420 70,114 56,091 70,306 63,567 70.487 106.6' t 110.711 105,640

Total engineering 439,431 503,779 547,352 557,969 549.006 564,336 610,467 661,521 781.025 794,012 843,281 865.165 857,119
' GNP implicit puce deflator used to convert current to constant dollars,

SOURCE* National Science Foundation, Federal Funds for Research and Development. Detailed Historical Tables, FY 1955.87; National Science Foundation, Federal Funds forResearch and Development, FY 1986, 1987. and 1988, vol XXXVI
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Appendix table 4-19. Expenditures for research and development by universities and colleges, by field: 1976-86

Fields 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986

Thousands of dollars

Total $3,729307 54,066.953 54,624.673 55.361.408 $6.060.629 86.809.552 57.266,122 57,798,179 $8.508380 59.527,293 510 718.402

Total sciences 3,297.280 3.568,480 4,023 611 4.593.001 5.195.705 5 848.875 6 240 609 6,687.368 7.301.276 8 / 576 9.109.309

Physical sciences 379 379 423,457 496.399 601.904 677.293 764.673 822.584 89, 099 991.917 1,133.913 1.261376

Astronomy 26.294 32.361 36.782 48,459 58.740 67.337 73,237 74 177 80,457 91.049 96.335

Chemistry 140 142 159.353 183,131 206.421 243.982 283.899 308,091 334,663 367.843 411.615 460.084

Physic. 183 050 201.655 235,099 292.033 322.230 356.859 365.897 414.165 469.403 550.045 622.296

Other physical sciences 29.893 30 088 41.387 54.991 52.341 56.578 75,359 74.094 74.215 81,204 82.661

Environmental sciences 288.531 319.398 379,391 45:.915 509.038 548.920 557,817 618,962 649 601 705,357 774.177

Atmospheric NA NA NA NA 67,459 78,257 85.443 97.660 102.875 109.549 124.826

Earth sciences NA NA NA NA 188,226 189.692 195.507 216.159 225 525 250.534 261.849

Oceanography NA NA NA NA 171,668 187.463 197.701 223.994 238.157 260.306 275.524

Other environmental
sciences , NA NA NA NA 81,685 93.508 79.166 81,149 83.044 84.968 111.978

Mathematical sciences 42.491 52.312 58.756 78,477 78.667 88.793 98.568 108.038 124.398 129,799 152,204

Computer sciences 44,503 55.563 67,422 97,921 114.196 132.884 149.259 175 236 222.480 279.181 315.360

Life sciences 2.101,695 2,258.806 2338,004 2,832,523 3,217.658 3.670.596 3.969.593 4,233.143 4,617.226 5.155.422 5.746.125

Agricultural sciences 412.867 460,647 521.745 602,485 679,880 772.434 844,040 895.520 930,245 1.028.549 1.122,363

Biological sciences 710.724 772.290 808 500 914,806 1,030.429 1.186.333 1.286.548 1.408240 1.555,330 1.697.690 1.832,910

Medical sciences 897,376 950,907 1126.652 1,237,556 1,414.345 1,599.203 1.717.072 1,801.576 1.989.80 2.259,525 2.578.240

Other life sciences 80.728 74,962 79.107 77,676 93.004 112.626 121.933 127.807 141,848 169,658 212.612

Psychology 77 888 85,133 89,664 100.531 111,290 128.328 132.322 138.505 146.884 162.047 180.453

Social sciences 252,261 268.087 277.497 295.138 341.445 370,351 358,286 354,348 372,337 389.790 459,303

Econom.cs 65.447 72.124 79.129 83.089 90.158 99.496 95.590 96.476 109.215 115.789 132.377

Political science
Sociology

28.355
66 246

32.314
61.939

36 571

66.900
45,431
74,641

55,395
88.556

56,315
94.658

61.371
80,252

55.545
78.327

56317
74,626

60.738
78,643

68,074
88,311

Other social sciences 102213 101.710 94.897 91,977 107336 119.882 121,073 124,000 132.178 13/ "220 170.542

Other sciences 100.532 105 724 116,478 133.592 146.118 144.330 152.180 162.037 176.433 182. .36 220.311

Total engineering 431.727 498.473 601.062 768.407 854.924 960.677 1325.513 1,110,811 1.207.104 1.386.717 1,609:6093

Aeronautical and astronautical NA NA NA NA 46.285 45.481 60226 65.009 66.344 75.716

Chemical NA NA NA NA 67.557 83207 83.548 90.767 96.199 108,927 125.122

Civil NA NA NA NA 88.641 108,174 108,711 109.921 133.692 147,428 171.012

Electrical NA NA NA NA 184.050 193.080 223.862 259.283 291,795 336.932 398,203

Mechanical NA NA NA NA 146.163 149,128 142,171 149.881 176.682 205.625 224206

Other engineering NA NA NA NA 332,228 381,607 406.995 435.950 442.391 512.088 604.031

Thousands of constant 1982 dollars

Total 5.912.489 6.044.817 6.40:590 6.823.734 7,070.262 7.247.288 7.266.122 7.508.356 7.897.874 8570,022 9.:97.985

Total sciences 5.227,969 5.303.924 5.57 -25 5.845.744 6.061,252 6.224.856 6.240.609 6,438.829 6.777.384 7.319.939 7.987.119

Physical sciences 601.521 629.395 687.343 766,074 790.122 813.828 822,584 863.758 920,744 1,019.931 1.105.985

Astronomy 41,690 48.099 50.930 61.676 68.525 71,666 73.237 71.420 74,684 81.901 84.467

Chemistry 222,201 236,850 253.574 262.722 284,627 302.149 308.091 322.225 341,449 370.257 403.406

Physics 290,233 299.725 325.532 371.e"5 375 310 379.799 365.897 398.772 435.722 494.778 545.634

Other physical sciences 47.397 44.721 57,307 69.990 61.060 60.215 75.359 71.340 68,890 73.045

Environment& sciences 457 477 474,729 525.327 576.448 593,838 584,206 557,817 595.958 602.990 634,485 678.805

Atmospheric NA NA NA NA 78,697 83288 85,443 94,030 95.493 98.542 109.448

Earth sciences NA NA NA NA 219,582 201.886 195.507 208.125 209.343 225,361 229.591

Oceanography NA NA NA NA 200.266 199.514 197,701 215.669 221.068 234.151 241.582

Other environmental
sciences NA NA NA NA 95.293 99,519 79.166 78.133 77,085 76.431 98.183

Mathematical sciences 67.371 77,753 81.357 99.882 91.772 94,501 98.568 104.023 115.472 116.757 133.454

Computer sciences . 70.561 82,585 93.356 124.629 133,220 141,426 149.259 168.723 206.516 251.130 276.510

L1e sciences 3.332.321 3.357.322 3.514,268 3.605.095 3,753.684 3,906.552 3.969,593 4,075,816 4,285,924 4.637.422 5.038,251

Agricultural sciences 654,617 684,672 722.438 766,813 793.140 822.088 844,040 862,238 863.497 925.204 984,097

Biological sciences 1 126,881 1,147,875 1.119.496 1.164.320 1,202.087 1,262.594 1,286348 1.355.902 1.443,730 1,527.112 1.607.111

Medical sciences 1.422.825 1.413 .C58 1.562.797 1.575.100 1.649,959 1,702,004 1,717,072 1.734.620 1.847328 2.032.495 2.260.623

Other life sciences 127.997 111,418 109,536 98,862 108,497 119.866 121,933 123.057 131,670 152,611 186.420

Psychology . 123.495 126.535 124,154 127.951 129,830 136.577 133..322 133.357 136.345 145.765 158,223

Social sciences 415,825 393.465 384.238 375,637 398,326 394.158 358,286 341.179 345,621 350.625 402,721

Economics ,
Political science

103.769
44.958

107.200
48.029

109.567
50.638

105.752
57.822

105,177
64,623

105.892
59,935

95.590
61.371

92.890
53.481

101.378
52.276

104.155
54.635

..068911686

Sociology . 105.036 92,062 92,634 94,999 103,308 100.743 80.252 75.416 69.271 70,741 77,432

Other social soencos 162063 151,174 131,400 117.064 125,217 127.588 121.073 119.391 122.694 121.094 149.533

Other sciences 159.397 157,140 161282 170.029 170.460 153.608 152.180 156.015 163.773 163.773 193.171

Total engineering
Aeronautical and astronautical

684.520
NA

740.893
NA

832,265
NA

977,990
NA

1,009,011
53,996

1.022.432
48,405

1.025,513
60.226

1.069.527
62,593

1.120.490
61.584

1.247.3844 10:886611.476

Chemical , NA NA NA NA 78,811 88.556 83,548 87.394 89,296 17.982 109.708

Civil . .. . . NA NA NA NA 103,408 115,128 108.711 105.836 124.099 132.615 149,945

Electrical .

Mechanical , . . .

NA
NA

NA
NA

NA
NA

NA
NA

214,711
170 412

205.492
158.714

223.862
142.171

249.647
144.311

270.858
164.004

303.078
184.964

38469..6148

196,586

Other engineering NA NA NA NA 387,573 406,138 406.995 419.748 410,648 460.635 529,619

Note, NA not available

SOURCE Natronal Science foundation Academic Science and ngineenng 11,10 Funds t985 and unpublished data

See figure 024 in Overview
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Appendix table 4-20. Research and development expenditures at universities and colleges,
by field and source of funds: 1986

Field and source of funds

Total
(Thousands
of dollars)

Federal Non-federal

(Thousands
of dollars) (Percent)

(Thousands
of dollars) (Percent)

dollarsThousands of
Total $10,718,402 $6,633,347 61.9 $4,085,055 3,'...1

Source of funds:

Federal government 6,633,347 6,633,347 100.0 0 0.0State and local governments 902,963 0 0.0 902,963 100.0Industry 667,362 0 0.0 667,362 100.0Institutional funds 1,774,421 0 0.0 1,774,421 100.0Other source of funds 740,309 0 0.0 740,309 10".0
Fields:

Total sciences

Physical sciences

9,109,309

1,261,376

5,664,873

975,516

62.2

77.3

3,444,45t,

285,859

37.8

22.7Astronomy 96,335 64,009 66.4 32,326 33.6Chemistry 4r, 084 337,913 73.4 122,171 26.6Physics 624,296 509,574 81.9 112,722 18.1Other physical sciences 82,661 64,021 77.5 18,640 22.5
Environmental sciences 774,177 520,137 67.2 254,039 32.8Atmospheric 124,826 99,485 79.7 25,341 20.3Earth sciences 261,849 150,942 57.6 110,906 42.4Oceanography 275,524 207,095 75.2 68,429 24.8

Other environmental sciences 111,978 62,615 55.9 49,364 44.1
Mathematical sciences 152,204 112,364 73.8 39,840 26.2
Computer sciences 315,360 227,428 72.1 87,932 27.9
Life sciences 5,746,125 3,439,947 59.9 2,306,178 40.1Agricultural sciences 1,122,363 298,075 26.6 824,288 73.4Biological sciences 1,832,910 1,278,995 69.8 553,916 30.2Medical sciences 2,578,240 1,738,382 67.4 839,858 32.6Other life sciences 212,612 124,495 58.6 88,117 41.4
Psychology 180,453 118,449 65.6 62,004 34.4
Social sciences 459,303 166,948 36.3 292,355 63.7Economics 132,377 42,878 32.4 89,499 67.6Political science 68,074 19,731 29.0 48,343 71.0Sociology 88,311 43,685 49.5 44,626 50.5Other social sciences 170,542 60,655 35.6 109,887 64.4
Other sciences 220,311 104,083 47.2 116,228 52.8

Total engineering 1,609,093 968,474 60.2 640,619 39.8
Aeronautical and astronautical 86,519 67,345 77.8 19,174 22.2Chemical 125,122 66,135 52.9 58,987 47.1Civil 171,012 91,517 53.5 79,495 46.5Electrical 398,203 265,685 66.8 132 '117 33.2Mechanical 224,206 144,529 64.5 79,677 35.5
Other engineering 604,031 333,063 55.1 270,968 44.9

SOURCE: National Science Foundation, Academic Science and Engineering, R&D funds, 7986, and unpublished data
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Appendix table 4-21. Basic research expenditures in industry, by field:
1973-83

Field 1973 1975 1977 1979 1981 1983

Millions dollarsof

Total $631 $730 $911 $1,158 $1,614 $2,104

Total sciences 446 538 677 865 1,156 1,422

Physical sciences 276 320 405 527 746 902

Chemistry 193 228 285 381 485 555

Mathematics 14 14 19 20 26 27

Environmental sciences 7 15 19 13 18 29

Atmospheric sciences 2 6 5 5 12 , 6

Geological sciences 3 5 7 6 6 13

Oceanography 1 3 7 2 0 0

Life sciences 102 122 156 177 208 276

Biological sciences 77 85 128 136 157 241

Clinical medical sciences 25 37 28 40 51 35

Other sciences 47 67 78 128 158 18,5

Total engineering 185 191 233 292 458 682

Millions of constant 1982 dollars'

Total 1,274 1,231 1,354 1,474 1,718 2,026

Total sciences 900 907 1,006 1,101 1,230 1,369

Physical sciences 557 540 602 671 794 868

Chemistry 390 384 424 485 516 534

Mathematics 28 24 28 25 28 26

Environmental sciences 14 25 28 17 19 28

Atmospheric sciences 4 10 7 6 13 15

aiological sciences 6 8 10 8 6 13

Oceanography 2 5 10 3 0 0

Life sciences 206 206 232 225 221 266

Biological sciences 155 143 190 173 167 232

Clinical medical sciences 50 62 42 51 54 34

Other sciences 95 113 116 163 168 181

Total engineering 373 322 346 372 487 657

GNP implicit price deflator used to convert current dollars to constant 1982 dollars.

SOURCE; National Science Foundation. Research and Development m Industry. 1984, and unpublished data

Science & Engineering Indicators-1987
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Appendix table 4-22. Plant and equipment expenditures in academic science and engineering, by source of funds:
1964-86

Years

Capital fund expenditures'

Total
Current fund equipment

raderal sourcec' Non-federal sources expenditures2
Current Constant Constant Current Constant Current Constant
dollars 1982 dollars dc,.ars 1982 dollars dollars 1982 dollars dollars 1982 dollars

Thousands dollarsof

1964 529,492 1,607,932 134,439 408257 395,053 1,199,675 NA NA
1965 NA NA NA NA NA NA NA NA
1966 666,997 1,907,886 212,397 607,543 454,600 1,300,j43 NA NA
1967 NA NA NA NA NA NA NA NA
1968 1,070,727 2,837,866 340,447 902,324 730,280 1,935,542 NA NA
1969 NA NA NA NA NA NA NA NA
1970 951,873 2,264,747 279,316 664,563 672,557 1,600,183 NA NA
1971 NA NA NA NA NA NA NA NA
1972 912,487 1,962,760 236.836 509,434 675,651 1.453,325 NA NA
1973 835,862 1,687,247 224,651 453,474 611,211 1,233,773 NA NA
1974 841,560 1,559,600 225,681 418,238 615,879 1,141,362 NA NA
1975 1.018,773 1,717,709 270,083 455,375 748,690 1,262,334 NA NA
1976 1,043,153 1,653,961 206,890 328,032 836,263 1.325,928 NA NA
1977 960,014 1,426,894 195.519 290,605 764,495 1,136,289 NA NA
1978 NA NA NA NA NA NA NA NA
1979 696.218 886,112 164,460 209,317 531,758 676,795 NA NA
1980 794,512 926,869 149.563 174,479 644,949 752,390 363,1)40 423,518
1981 952,672 1,013.912 153,800 163,687 798,872 850,226 413,972 440,583
1982 969,147 969,147 116,651 116,651 852,496 8g.496 408,479 406,479
1983 1,098,941 1,058,098 131,517 126.629 967,424 931,469 435,178 419,004
1984 1,215,249 1,128,051 141,728 131,559 1,073,521 996,492 518,125 480,948
1985 1,312,657 1,180,765 144.296 129,798 1,168,361 1,050,968 654,652 588,875
1986 1,578,818 1,384,321 193.120 169,329 1.385,698 1.214,992 764,848 670,625

' Data Includes expenditures from capital funds for facilities and equipment for research, development, and instruction,
2 Data include funds spent from current operating funds for research equipment Theseexpendituir are not included in the total expenditures column
Note: NA not available

SOURCES National Science Foundation, Academic Science'Engineenng R&D Funds. Fiscal Year1986. Detand Statisticai Totes (forthcoming), and previous
annual publications of the same name for earlier fiscal years

See figure 0.23 in Overview. & Engineering Indicators-1987
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Appendix table 4-23. Capital expenditures' at universities and colleges by field and source of funds: 1972-77 and 1979'...5

Field 1972 1973 1974 1975 1976 19777 1979 1980 1981 1982 1983 1984 1985 1986

Thousands of dollars

Total 912,487 835,862 84(560 1,018,773 1,043,153 960,014 696,218 794,51^ 952,672 969.147 1,098,941 1,215,249 1,312,657 1,578,818

Engineering 84,950 55,800 91,701 118,315 81,678 87,718 87,126 89,297 103,329 144,457 134,980 142,894 187,320 316,440

Total sciences 827,537 780,062 749,859 900,458 961,475 872,296 609,090 705,215 849,343 824,690 963,964 1,072,355 1,125,337 1,262,378

Physical sciences 137,331 106,210 93,468 80,642 73,755 65.216 64,685 77,154 87,813 82,100 97,467 116.071 131,108 152,808

Environmental
sciences 27,187 26,739 24,588 35,278 49,304 28,351 25,153 36,208 35,025 42,365 41,112 36,814 54,053 47.111

Mathematical/computer
sciences 24,712 20,016 23,670 15,227 24,684 25,136 27,282 32,318 30,517 34,328 53,098 49,971 75,657 91,088

Life sciences 517,941 488,705 495,078 669,093 706,961 642,493 428,293 459,057 597,635 590,353 678,778 741,416 751,646 839,906

Psychology 19,007 39,584 15,511 11,710 9,131 12,702 7,060 17,982 10,991 12,798 17,012 35,205 20,900 25,472

Social sciences 59,993 61,215 59,329 50,904 44,303 31,798 21,358 35,073 45,138 30,797 40,870 51,933 61,849 50,711

Other sciences,
N.E C 41,366 37,593 38,218 37,604 53,337 66,600 35,259 47,423 42,224 31,949 35,624 40,946 30,125 55,282

Federal sowes 236,836 224,651 225,681 270,083 206,890 195,519 164,460 149,563 153,800 116,651 131,517 141,728 144,296 193,120

Engineering 21,082 13,547 42,702 64,019 20.200 17,219 20,927 20,438 17,601 18,136 16,163 24,013 16,778 33.635

Total sciences 215,754 211,104 182,979 206,064 186,690 178,300 143,533 129,125 136,199 98,515 115,354 117,715 127,519 159,485

Physical sciences 27,892 24,496 20,721 18,862 19,195 894 32,186 22,463 25,529 20,154 18,579 18,916 31,300 35,089

Environmental
sciences 8,486 5,961 7,084 5,960 6,428 9,307 8,220 8,033 6,866 4,404 3,644 3,490 3,547 6,184

Mathematical/computer
sciences 4,341 3,022 4,257 2,584 2,052 1,882 2,983 5,653 4,944 3,798 4,458 5,296 6,718 14,048

Life sciences 152,328 161,907 139,775 169,459 153,570 137,369 90,796 86,105 89,410 66,004 81,016 85,412 80,829 94,310

Psychology 3,663 5,119 2,536 2,245 1,967 2,398 1,740 2,002 1,580 1,023 1,365 1,008 820 1,266

Social sciences 10,939 5,369 4,467 2,755 1,806 2,109 2,076 1,528 6,376 1,374 4,959 2,932 2,096 2,505

Other 'ciences,
N.E C 8,105 5,230 4,139 4,199 1,672 3,341 5,532 3,341 1,494 1,758 1,333 660 2,209 6,00

Other sources 675,651 611,211 615.879 748,690 836,263 764,495 531,758 644,949 798,872 852,496 967,424 1,073,521 1,168,361 1,385,698

Engineering 63,868 42,253 48,999 54,296 61,478 70,499 66,201 68,859 85,728 126,321 118,817 118,881 170,542 282,805

Total s ances 611,783 568,958 566,880 694,394 774,785 693,996 465,557 576,090 713,144 726,175 848,607 954,640 997,818 1,102,893

Physical sciences 109,439 81,714 72,747 61,780 54,560 43,322 32,499 54,691 62,284 61,946 7Q 888 97,154 99,808 117,719

Environmental
sciences 18,701 20,778 17,504 29,318 42,876 19,044 16,933 28,175 28,159 37,961 37.468 33,324 50,506 40,927

Mathematical/computer
sciences 20,371 16,994 19,413 12,643 22,632 23,254 24,299 26,665 25,573 30,530 48,640 44,675 68,939 77,040

Life sciences 365,613 326,798 355,303 499,634 553,391 505,124 337,497 372,952 508,225 524,349 597,762 656,004 670,817 745,596

Psychology 15,344 34,465 12,975 9,465 7,164 10,304 5,320 15,980 9,411 11,775 15,647 34,197 20,080 24,206

Social sciences 49,054 55,846 54,862 48,149 42,497 29,689 19,282 33,545 38,762 29,423 35,911 49,001 59,753 48,206

Other sciences,
N.E C 33,261 32,363 34,076 33,405 51,665 63,259 29.727 44.082 40,730 30,191 34,291 40,286 27,916 49,200

Note: NA Not available.

Includes expenditures for facilities and equipment for res,. tch, development and instruction.
2 Data were not collected in 1978.

SOURCE National Science Foundation, Academic Science and Engineering: R&D Funds 1986

e
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Appendix table 4-24. Academic officials' views regarding condition of
research facilities: 1986

Field
Number of
interviews

Condition of research facilities

Excellent Good Fair poor
Don't
know'

Percent
Research administrators 80 4 44 45 4 4
Deans:

Engineering 29 7 34 48 10 0
Physical sciences 39 0 31 51 10 8
Life sciences 39 8 38 41 10 3
Environmental sciences 33 3 21 52 21 S
Medical sciences 25 8 48 28 8 8
Computer sciences 37 14 32 41 14 0
Mathematical sciences 39 0 38 44 10 8
Psychology 38 3 37 26 24 11
Social sciences 39 5 33 44 15 3

Some deans were unable to select one rer,onse. due primarily to variation in the condition of facilities in the

SOURCE: National Science Foundation, Science and EngineeringFacilities at Doctorate-Granting Institutions,
September 1986

See figure 4-3. Science & Enyneering In.,icators-1987

Appendix table 4-25. Academic officials' views on sufficiency of research
space: 1986

Field
Number of
;nterviews

Amount of research space

More than
needed

About
right

Less than
needed

Percent
Research administrators 80 0 5 95
Deans:

Engineering 29 0 7 93
Physical sciences 39 0 21 79
Life sciences 39 0 18 82
Environmental sciences 33 0 27 73
Medical sciences 25 0 28 72
Computer sciences 37 3 11 86
Mathematical sciences 39 3 33 64
Psychology 38 3 16
Social sciences 39 0 8 92

SOURCE: National Science Foundation, Science and Engineering Research Facilities at Doctorate-Granting
Institutions, September 1986

See figure 4.4. Science & Engineering Indicators-1987
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Appendix table 4-26. Current fund expenditures for research equipment at universities and colleges, by field:
1980-86

Years Total Engineering

Physical
science

Environmental Mathematical
science science

Computer
science

Life
science Psychology

Social
science

Other
science

Total:

Thousands dollarsof

1980 $363,040 $56,584 $53,859 $28,613 $2,060 $8,248 $188,718 $5,447 $12,805 $6,706

1981 413,972 69,017 76.131 31.472 1,907 10,896 202,220 6,019 9,155 7,155

1982' 408,479 65,861 78.126 28,321 2,556 12,672 199,574 5,784 7.143 8,461

1983 435,178 75,018 79,375 31,521 2,668 15,615 205,680 6,629 8,961 9.711

1984 518,125 90,650 107,450 40.806 4,539 19.056 225,575 7,066 12.727 10,257

1985 654,652 119,246 141,884 46,990 5,755 38,667 269,862 8,465 8,929 14,853

1986 764,848 138,894 164,084 50,7 +4 4,961 46,549 318.062 9,018 12,152 20,414

Federal:
1980 240,816 35,804 44,453 19.512 11,439 3,434 122,385 4,126 6,391 3,272

1981 265,048 42,396 58,475 19,165 11,127 5,436 126,175 4,466 3,999 3.809

1982' 266,780 43,220 62,642 18,423 11,617 8,215 120.189 4,219 2,907 5.306

1983 272,819 48,958 62,055 19,649 1.476 10,229 117,039 4,749 2,917 5,747

1984 335,495 59,278 86,746 29,477 3,213 14,056 128,837 3,016 3,484 5,387

1C85 426,874 75,633 113,387 32,106 4,694 32.709 151,349 6.160 3,903 6,932

1986 496,664 80,992 133,410 35,431 3,405 39,226 182,722 6,055 3,779 11,E44

Non-federal:
1980 122,224 20,780 9,406 9,101 621 4,814 66,333 1,32. 6,414 3,434

1981 148,924 26,612 17.656 12,307 780 5,460 76,045 1,553 5,156 3,346

1982'2.... 141.699 22,641 15.484 9,898 939 4,457 79.385 1,555 4,236 3,155

1983 162,359 26,060 17,320 11,872 11,192 5,386 88,641 1,880 6,044 3,964

1984
1985
1986

1132,632

227,778
268,184

31,372
43,613
57,902

20,705
28,496
30,674

11,329
14,884
15.283

1.326
1,061

11,557

4,999
5,958
7,323

96,737
118,513
135,340

2,050
2,305
2,963

9,243
5,026
8,373

4,870
7,921
8,771

' 1982 total has been revised but breakdown has not.
2 Estimated

SOURCE: National Science Foundation, Academic Science /Engineering: R&D tends, 1986

Science & Engineering Indicators-1987

Appendix table 4-27. Expenditures under special
Federal research instrumentation programs: 1981-85

Fiscal year

Number of
awards

Amount
awarded Mean size

Total 3.464 $320,482 $93

1981 274 16,853 62

1982 319 22,901 72

1983 702 72,123 103

1984 951 96,227 101

1985 1,218 112,378 92

SOURCE: Abt Associates Inc., "Federal government programs that support
science and engineering research instrumentation in academic institutions,"

AAI Report No. 86-1, April 24, 1986

Science & Engineering Indicators-1987
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Appendix table 4-28. Awards to colleges and universities under special
Federal instrumentation programs, by R&D ranking of institutions

Total FY 83
Federal R&D obligations Total instrumentation awards (4 agencies)'

Rank group2
Thousands
of dollars

Percent
of total

Thousands
of dollars

Percent
of total

Number
of awards

Total (1-641) 4.860,431 100.0 325,397 100.0 4,387
1-100 4,260,011 87.6 230,302 70.8 2,222

1-25 2,341,202 48.2 114,219 35.1 1,086
26-50 986,191 20.3 60,045 18.5 524
51-100 932,618 19.2 56,038 17.2 612

101-641 600,420 12.4 95.095 29.2 1,265

' Combines totals 1981 to 1985 of special instrumentation programs of National Science Foundation. National
Institutes of Health, Department of Energy, and Department of Defense.

2 Rank by total federal fiscal year 1983 research and development obligations.

SOURCE: Abt Associates Inc "Federal government programs th^' support science and engineering research
instrumentation in academic institutions; AM Report No. 86-1 April 24. 1986

See figure 4-5. Science & Engineering Indicators-1987

Appendix table 4-29. Instrument needs, 1982/83, versus awards under special Federal instrumentation programs,
1981-85

Equipment type

Awards under special federal instrumcntatic,n
programs: 1981-85

Instruments named by
department chairmen as
most needed: 1982/83

Number Amount awarded % of total Number Percent
Total 3,368 308,866 100.0 560 100.0

Computer 560 48,807 16.6 157 28.0Laser 160 16,439 4.8 32 5.7
Sorters/sensors 69 4,790 2.0 8 1.4
Microscopes/other 45 3,973 1.3 if 1.8
Microscopes/electron 194 26,067 5.8 1.5 2.3
Temperature equipment 64 3.392 1.9 11 2.0Spectrometers 701 78,377 20.8 95 17.0
Acquisition/detectors, receivers 312 25,561 9.3 41 7.3Transmitters 16 1,5FM 0.5 9 1.6
Synthesis/preparation 89 6,340 2.6 5 0.9
Image proce;..lors 205 13,458 6.1 28 5.0Separation technology 215 19.535 6.4 31 5.5
Vacuum 11 896 0 3 5 0.9Hydraulic 10 1,032 0.3 6 1.1
Magnetic 18 1,202 0.5 7 1.3ilot identified 699 52,410 20.0 102 18.2

Note: Department chairmen were asked to name the three items of equipment in the $10.000 to $100.000 range which were most needed in their departments orfacilities.

SOURCES Abt Associates Inc , "Federal Government Programs that Support Science and Engineering Research Instrumentation in Academic Institutions,"AAI ReportNo. 86-1, April 24, 1986

See figure 4-6.
Science & Engineering Indicators-1987

2 f;-)

260



Appendix table 4-30. Condition of academic research instrument systems, by
system age

Number and percent of systems,
by general working condition

Total Excellent Average Poor

Total

Age (from year of purchase):'

;. '50
100%

18,849
52%

13,774
38%

3,627
10%

1-5 years 19,351 13,227 5,396 728

100% 68% 28% 4%

6-10 years 8,747 3.449 4,226 1,072

100% 39% 48% 12%

Over 10 years 8,152 2,172 4,153 1.827

100% 27% 51% 22%

Note: All statistics are national estaiates encvnpassing the 157 large' R&D universities and the 92 largest R&D
medical schools in the nation. For agricultural, biological and environmental sciences. estimates are as of
December 1983, For all other fields. estimates are as of December 1982. Sample is 7013 instrument .,ystems.

Note: Subcategory numbers and percentages may not sum exactly to total because of rounding. Estimated totals

may vary from table to table.

' For phase 2 fields, age intervals are 1-5 (1979.83): 6-10 years (1974.78); over 10 years (1973 or before). For
phase 1 fields. intervals are 1.5 years (1978.82); 6-10 years (1973.77); over 10 years (1972 or before)

SOURCE: National Science Foundation, Acao'nmrc Research Equipment in Selected SI' Fields. 1982.83

(August 1985)

See figure 4-7. Science & Engineering Indicators-1967

Appendix table 4-31. National stock of academic instrumentation, by field'

Field

Instrument
systems Percent

Aggregate
purchase price Percent

Mean purchase
price per system

Total 46,738 100.0 1,630,780 100.0 35

Engineering 9,425 20.0 333,613 20.0 35

Agricultural sciences 1,954 4.0 42,599 3.0 22

Biological sciences 17 318 38.0 471,288 29.0 27

Graduate shcools 7,290 16.0 186,272 11.0 26

Medical schools 10,328 22.0 285,Y6 17.0 28

Computer sciences 1,115 2.0 60,026 4.0 54

Environmental sciences 2,579 6.0 126,231 8.0 47

Materials science 73i 2.0 37,120 2.0 51

Physical sciences 11,644 25.0 481,881 30.0 41

Interdisciplinary, n.e.c 1,571 3.(1 78,022 5.0 50

Note. Subcategory numbers and percentages may not sum exactly to total because of rounding. Estimated totals may vary slightly from field to field

' All statistics are national estimates encompassing the 157 largest R&D universities and the 92 large:.. R&D medical schools in the nation For agncultui of biological

and environmental sciences). estimates are as of December 1983 For all other fields, estimates are as of December 1982 Samplr is 8704 insl.ument systems

SOURCE. National Science Foundation, Academic Research Equipment in Selected ScienceEngineeung Fields, 1982 83 (August 1985)

Science & Engineering Indicators-1987
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Appendix table 4-32. Instrumentation-relMed expenditures in academic departments and facilities, by field

Field Total Percent

Purchase of
research

equipment
8500 or more Percent

Purchase of
research-related

computer services Percent

Maintenance;
repair of
research

equipment Percent

Total $640.6 100.0 $414.5 65.0 $121.3 19.0 $104.8 16.0

Engineering 146.6 100.0 86.5 59.0 41.3 28.0 18.8 13.0

Agricultural sciences 40.6 100.0 28.4 70.0 7.3 18.0 5.0 12.0
Biological sciences 192.3 100.0 132.4 69.0 27.8 14.0 32.2 17.0

Graduate schools 79.0 100.0 51.8 66.0 13.2 17.0 14.0 18.0
Medical schools 113.3 100.0 80.5 71.0 14.5 13.0 18.3 16.3

Computer science 29.7 100.0 19.7 66.0 3.6 12.0 6.4 21.0
'Invironmental sciences 49.6 100.0 33.4 67.0 6.9 14.0 9.3 19.0
Materials science 12.4 100.0 9.6 77.0 0.6 4.0 2.3 18.0
Physical science 151.3 100.0 91.2 60.0 31.9 21.0 28.2 19.0
Interdisciplinary, n.e.c 17.8 100.0 13.3 75.0 1.9 11.0 2.6 14.0

1v)te All statistics arc national estimates encompassing the 157 largest R&D universities and the 92 largest li&D medical schools in the nation. For agricultural,
biological and environmental sciences, estimates refer o expenditures in FY 1983 For all other fields, estimates are of e; enditures in FY 1982. Sample is 912
departments and facilities.

Note. Subcategory numbers and percentages may not sum exactly to tote because of rounding. Estimated totals may vary slightly from table to table.
SOURCE: National Science Foundation. Academic Research Equipment in Selected Sm.' celEngineenng Fmk., 1982.83 August 1985)
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Appendix table 4-33. Equipment-intensiveness of academic research, by field: 1982/3

Field

Total purchase
price of national

stock of academic
research equipment
(Millions of dollars)

Number of academic
scientists and

engineers
January 1983

Total price of
national stock
per scientist
-nd engineer

Total 1,516 107,000 14,200

Engineering 334 26,200 12,700
Chemical 27 2,100 12,900
Civil 22 4,400 5,000
Electrical 83 6,000 13,800
Mechanical 67 4,200 16,000
Other, n.e.c 134 9,400 14,300

Agricultural sciences 43 14,100 3,000
Biological sciences 471 34,000 13,900
Computer sciences 60 6,300 9,500
Environmental sciences 120 7,000 18,000
Physical sciences 402 1,400 24,800

Chemistry 255 9,400 27,100
Physics and astronomy 227 10,000 22,700

SOURCE: National Science Foundation. Academic Research Equipment in Selected Science,Engineering Fields, 1982.83 (August 1985)
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Appendix table 4-34. Instruments in shared-access facilities,
by status and field: 1982/3

Field

Percent of systems in shared-access facilities

Total

Research status

State-of-the-art
systems

Other systems
in research use

Total 41 38 42

Engineering 50 50 49

Agricu:tural sciences 36 31 38

Biological sciences 35 32 36

Graduate schools 34 29 36

Medical schools 36 35 36

Computer sciences 81 73 83

Environmental sciences 48 46 49

Materials sciences 81 73 83

Physical sciences 35 27 37

Interdisciplinary, n.e.c. 73 84 68

SOURCE: National Science Foundation, Academic Research Equipment In Selected SciencelEngineenng

Fields, 1982-83 (August. 1985)

Science & Engineering Indicators-1987

Appendix table 4-35. Instruments in shared-access facilities, by status, age,
and field

Field

Percent of systems in shared-access facilities

Total

System age (from year of purchase)

1-5 years 6-10 years Over 10 years

Total 41 38 41 48

Engineering 50 41 51 73

Agricultural sciences 36 38 36 32

Biological sciences 35 31 35 42

Graduate schools 34 30 37 41

Medical schools 36 33 34 44

Computer sciences 81 80 87 100

Environmental sciences 48 51 48 40

Materials sciences 81 75 68 90

Physical sciences 35 31 40 37

Interdisciplinary, n.e.c 73 67 78 73

SOURCE: National Science Foundation, 4cademic Research Equipment In Selected ScienceiEngineering
Fields, 1982-83 (August 1985)
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Appendix tcble 4-30. Institutional co-authorship, by field and selected years:
1973, 1977, 1981, and 1984

Field 1973 1977 1981 1984

Institutionally co-authored articles
as a percent of all articles

Total fields 24.3 28.6 33.1 36.5

Clinical medicine 37.6 42.1 47.5 50.6
Biomedicine 25.7 30.1 34.4 38.5
Biology 19.4 22.7 26.7 30.2
Chemistry 14.9 19.3 21.3 23.8
Physics 19.3 23.5 26.7 29.9
Earth and space sciences 23.3 27.9 33.3 38.7
Engineering and technology 15.4 17.7 22.7 25.2
Mathematics 16.0 18.0 21.0 23.8

Institutionally co-authored articles

Total fields 66,106 75,283 95,858 104,456

Clinical medicine 28,617 32,643 41,239 44,293
Biomedicine 10,648 12,436 15,839 17,371
Biology 4,660 5,405 6,875 7,689
Chemistry 6,694 7,485 9,986 10,800
Physics 6,897 8,433 10.651 12,092
Earth and space sciences 2,798 3,085 4.146 4,914
Engineering and technology 4,412 4 437 5,562 5,791
Mathematics 1,379 1,359 1,561 1,506

Articles with at least one institutional adCress

Total fields 271,574 262,993 289,706 286,135

Clinical medicine 76,081 77,487 86,866 87,604
B!' medicine 41,370 41,314 46,052 45,161
Biology 24,064 23,761 25,707 25,492
Chemistry 45,002 40,905 46,807 45,440
Physics 35,791 35,897 39,919 40,418
Earth and space sciences 12,008 11,053 12,446 12,688
Engineering and technology 28,616 25,007 24,473 23,002
Mathematics 8,642 7,569 7,436 6,331

Note* Institutional co-authorship means that the address of more than one institution appears on the article
SOURCE Computer Horizons. Inc , Science Indicators Literature Data Base. Series 12, tabulations prepared for
the National Science Foundation {January 1986)

See figure 5-11. Science & Engineering Indicators-1987
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Appendix table 4-37. Relative changes in Federal obligations for defense and nondefense R&D, by character of
work: 1960-88

Year

Total Basic research Applied research Development

Total Defense Nondefense Total Defense Nondefense Total Defense Nondefense Total Defense Nondefense

Billions 198 dollars'constant

1967 46.0 22.4 23.6 5.1 0.8 4.3 7.8 3.6 4.1 33.1 18.0 15.1

1968 42.8 20.7 22.1 4.9 0.7 4.2 7.9 3.5 4.4 30.0 16.5 13.5

1969 39.9 19.6 20.3 5.0 0.7 4.3 6.9 2.9 4.0 28.1 16.0 12.0

1970 37.0 17.7 19.2 4.6 0.8 3.9 7.2 2.4 4.7 25.2 14.5 10.6

1971 35.6 17.2 18.4 4.5 0.7 3.3 7.2 2.3 4.9 23.9 14.2 9.7

1972 35.8 18.1 17.8 4.7 0.7 4.0 7.3 2.6 4.7 23.8 14.8 9.0

1973 34.7 17.4 17.4 4.6 0.6 4.0 6.9 2.3 4.6 23.2 14.4 8.8

1974 33.4 16.1 17.2 4.6 0.6 4.0 7.3 2.2 5.1 21.5 13.4 8.1

1975 33.1 15.7 17.4 4.5 0.5 4.0 7.2 2.0 5.2 21.4 13.2 8.2

1976 33.5 15.6 17.9 4.5 0.5 3.9 7.8 1.9 5.9 21.2 13.1 8.1

1977 35.0 16.4 18.6 4.9 0.6 4.3 7.8 2.0 5.8 22.3 13.8 8.5

1978 36.0 16.1 19.9 5.2 0.6 4.6 8.2 2.0 6.3 22.6 13.6 9.1

1979 36.1 16.1 20.1 5.4 0.6 4.8 8.1 2.0 6.2 22.6 13.5 9.1

1980 35.2 16.5 18.7 5.5 0.6 4.9 " 2 2.0 6.1 21.5 13.8 7.7

1981 35.5 17.7 17.d 5.4 0.6 4.8 7.7 2.1 5.6 22.4 14.9 7.5

1982 36.4 20.6 15.8 5.5 0.7 4.8 7.5 2.3 5.3 23.4 17.7 5.7

1983 37.1 22.1 15.1 6.0 0.8 5.3 7.7 2.3 5.3 23.5 19.0 4.5

1984 39.0 23.5 15.6 6.5 0.8 5.7 7.3 2.0 5.3 25.2 20.6 4.5

1985 43.3 26.7 16.6 7.0 0.8 6.2 7.4 2.1 5.4 28.8 23.8 5.0

1986 (Est.) 44.8 28.7 16.1 7.1 0.8 6.3 7.3 2.0 5.3 30.4 25.9 4.5

1987 (Est.) 47.8 30.7 17.1 7.5 0.7 6.7 7.6 2.0 5.6 32.7 28.0 4.8

1988 (Est.) 51.5 34.7 i 6.9 7.4 0.7 6.7 7.2 2.0 5.2 36.9 31.9 5.0

, GNP implicit price deflators used to convert current dollars to constant 1982 dollars.

SOURCE: National Science Foundation. Federal Funds for R. search and Development. Detailed Historical Tables FY 1955 1986 Nat,onll Science Foundation

Federal Funds for Research and Development. Fiscal Years 1985. 1987. and 1988

See figure 0-6 in Overview. Science & Engineering Indicators-1987
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Appendix table 5-1. Academic research and developir-nt and basic research by performer: 1960-87

Year Total

Nonacademic basic research
Academic

research and
development

Federal
government Industry FFRDC's

Nonprofit
Institutions

Millions dollarsof
1960 $1,410 $160 $376 $97 $131 $6461961 1,628 206 395 115 149 7631962 1,969 251 488 136 190 9041963 2,232 255 522 159 215 1,0811964 2,561 314 549 191 232 1,2751965 2,891 364 592 208 253 1,4741966 3,226 385 624 227 275 1,7151967 3,520 435 629 250 285 1,9211968 3,796 432 642 276 297 2,1491969 3,955 532 618 275 305 2,2251970 4,088 577 602 269 305 2,3351971 4,258 586 590 260 322 2,5001972 4,437 625 593 244 345 2,6301973 4,777 608 631 297 357 2,8841974 5,108 696 699 285 405 3,0231975 5,607 734 730 309 425 3,4091976 6,157 786 819 359 464 3,7291977 6,804 914 911 402 510 4,0671978 7,841 1,029 1,035 567 585 4,6251979 9,006 1,089 1,158 718 680 5,3611980 10,113 1,182 1,325 786 760 6,0601981 11,423 1,302 1,614 863 825 6,8191982 12,356 1,465 1,880 870 865 7,2761983 13,596 1,690 2,171 983 945 7 8071984 14,941 1,861 2,515 1,052 1,010 8,5031985 16,349 1,961 2,731 1,078 1,075 9,5041986 (Est.) 17,809 2,000 2,959 1,160 1,100 10,6001987 (Est.) 18,595 2,000 3,125 1,200 1,120 11,150

Millions of constant 1982 dollar&
1960 4,556 517 1,215 313 423 2,0871961 5,211 659 1,264 368 477 2,4421962 6,165 786 1,528 426 595 2,8301963 6,889 787 1,611 491 664 3,3361964 7,777 954 1,667 580 705 3,8721965 8,558 1,078 1,753 616 749 4,3641966 9,228 1,101 1,785 649 787 4,9061967 9,794 1,210 1,750 696 793 5,3451968 10,061 1,145 1,702 732 787 5,6961969 9,942 1,337 1,554 691 767 5,5931970 9,726 1,373 1,432 640 726 5,5561971 9,594 1,320 1,329 586 720 5,6331972 9,544 1,344 1,276 525 742 5,6571973 9,643 1,227 1,274 600 721 5,8221974 9,466 1,290 1,295 528 751 5,6021975 9,454 1,238 1,231 521 717 5,7481976 9,762 1,246 1,299 569 736 5,9121977 10,113 1,359 1,354 598 758 6,0451978 10,857 1,425 1,433 785 810 3,4041979 11,462 1,386 1,474 914 865 6,8231980 11,798 1,379 1,546 917 887 7,0701981 12,157 1,386 1,718 918 878 7,2571982 12,356 1,465 1,880 870 865 7,2761983 11,091 1,627 2,090 946 910 7,5171984 13,869 1,727 2,335 977 938 7,8931985 14,706 1,764 2,457 970 967 8,5491986 (Est.) 15,615 1,754 2,594 1,008 964 9,2941987 (Est.) 15,777 1,697 2,651 1,018 950 9,460

(continued)
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Appendix table 5-1 (continued)

Year

Nonacademic basic research Academic

Federal Nonprofit research and

Total government Industry FFRDC's Institutions development

Percent

1960 100.0 11.3 26.7 6.9 9.3 45.8

1961 100.0 12.7 24.3 7.1 9.2 46.9

1962 100.0 12.7 24.8 6.9 9.6 45.9

1963 '00.0 11.4 23.4 7.1 9.6 48.4

1964 100.0 12.3 21.4 7.5 9.1 49.8

1965 100.0 12.6 20.5 7.2 8.8 51.0

1966 100.0 11.9 19.3 7.0 8.5 53.2

1967 100.0 12.4 17.9 7.1 8.1 54.6

1968 100.0 11.4 16.9 7.3 7.8 56.6

1969 100.0 13.5 15.6 7.0 7.7 56.3

1970 100.0 14.1 14.7 6.6 7.5 57.1

1971 100.0 13.8 13.9 6.1 7.6 58.7

1972 100.0 14.1 13.4 5.5 7.8 59.3

1973 100.0 12.7 13.2 6.2 7.5 60.4

1974 100.0 13.6 13.7 5.6 7.9 59.2

1975 100.0 13.1 13.0 5.5 7.6 60.8

1976 100.0 12.8 13.3 5.8 7.5 60.6

1977 100.0 13.4 13.4 5.9 7.5 59.8

1978 100.0 13.1 13 9 7.2 7.5 59.0

1979 100.0 12.1 12.9 8.0 7.6 59.5

1980 100.0 11.7 43.1 7.8 7.5 59.9

1981 100.0 11.4 14.1 7.6 7.2 59.7

1982 100.0 11.9 15.2 7.0 7.0 58.9

1983 100.0 12.4 16.0 7.2 7.0 57.4

1984 100.0 12.5 16.8 7.0 6.8 56 9

1985 100.0 12.0 16.7 6.6 6.6 58.1

1986 (Est.) 100.0 11.2 16.6 6.5 6.2 59.5

1987 (Est.) 100.0 10.8 1C.8 6.5 6.0 60.0

1 GNP implicit price deflators used to convert current dollars to constpnt 1982dollars.

SOURCE; National Science Foundation. National Patterns of Science and Technology Resources, 1987 (forthcoming)

Science & Engineering Indicators-1987

Appendix table 5-2. Basic research expenditures by performer,
for selected countries

Performer

United
States Japan Germany' France'

United
Kingdom

Percent

Total 100 100 100 100 100

Higher education 57 61 60 67 55

Industry 19 26 18 9 13

Government2 16 11 22 22 30

Private nonprofit 8 2 1 3 2

Note: Data is for a year in the 1980.84 period depending upon the country. Data (or Japan, West Germany and

France include the natural sciences and engineering, the social sciences and the humanities; the United States

data exclude the humanities; the U.K. data excludes the social sciences and the humanities

i In France, CNRS R&D is classified as higher education in performance data but as government in sourceof

funds data: in West Germany the Max Planck Institutes are classified as government.

2 In the U.S., the government sector is federal only; in other countries, government includes all levels.

SOURCE: National Science Foundation; Organisation for Economic Co-operation and Development (OECD).

and unpublished estimates

See figure 5.1. Science & Engineering Indicators-1987
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Appendix table 5-3. Scientists and engineers in academic research and development and basic research:' 1986
Business &

industry Education Nonprofit
Federal

Government All institutions
Field Number Percent Number Percent Number Percent Number Percent Number Percent
Total 13,100 6.1 168,900 79.2 9,400 4.4 17,200 8.1 213,300 100.0
Total scientists 9,400 5.4 138,300 78.7 .100 5.2 14,500 8.3 175,700 100.0

Physical scientists 3,900 12.0 20,400 62.8 1,200 3.7 5,600 17.2 32,530 100.0Che,nists 2,400 17.3 9,400 67.6 200 1.4 1,600 11.5 13,900 100.0Physicists /astronomers 1,400 8.8 9,600 60.4 1,000 6.3 3,000 18.9 15,900 100.0Other physical scientists 100 3.4 1,500 51.7 NA NA 1,000 34.5 2,900 100.0
Environmental scientists 1,430 10.9 8,200 64.1 300 2.3 2,300 18.0 12,800 100.0Atmospheric scientists NA NA 1,500 68.2 100 4.5 400 18.2 2,200 100.0Earth scientists 1,200 13.8 5,100 58.6 NA NA 1,900 21.8 8,700 100.0Oceanographers NA NA 1,600 84.2 300 Is 8 100 5.3 1,900 100.0
Mathematical scientists 100 1.4 5.300 72.6 NA NA 200 2.7 7,300 100.0
Computer specialists 500 6.9 6.200 86.1 300 4.2 200 2.8 7,200 100.0
Life scientists 2,300 2.7 67,800 80.8 6,400 7.6 5,500 6 5 83,900 100.0Agricultural scientists 200 1.4 13,500 91.2 NA NA 900 6.1 14,800 100.0Biological scientists 2,100 3.6 45,100 76.7 5,600 9.5 4,400 7.5 58,800 100.0Medical scientists NA NA 9.200 89.3 900 8.7 200 1.9 10,300 100.0
Psychologists 400 3.2 11,400 90.5 400 NA 200 1.6 12,600 100.0
Social scientists 900 4.6 17,400 89.2 400 2.1 530 2.6 19,500 100.0Economists 400 4.8 7,300 88.0 300 3.6 300 3.6 8,300 100.0

Sociologists/anthropologists 400 6.6 5,200 85.2 100 1.6 100 1.6 6,100 100.0Other social scientists NA NA 5,000 98.0 NA NA NA NA 5,100 100.0
Total engineers 3,700 9.8 30,600 81,0 200 0.fi 2,700 7.1 37,800 100.0Aeronautical and astronautical 300 11.1 1,400 51.9 NA NA 1,000 37.0 2,700 100.0Chemical 300 18.2 2,600 78.8 100 3.0 NA NA 3.300 100.1.,Civil 300 9.7 2,300 74.2 NA NA 200 NA 3,100 100.0Electrical/electronics 700 6.5 9,200 85.2 200 NA 600 5.6 10,800 100.0Industrial 100 14.3 600 85.7 NA NA NA NA 700 100.0Materials 300 15.0 1,900 82.6 NA NA NA NA 2,300 100.0Med Inical 900 13.2 5,700 83.8 NA NA 200 2.9 6,800 100.0Mining NA NA 200 66.7 NA NA NA NA 300 100.0Nuclear NA NA 400 100.0 NA NA 100 25.0 400 100.0Petroleum NA NA 300 75.0 NA NA NA NA 400 100.0Other engineers 500 7.1 6,100 87.1 NA NA 300 4.3 7.000 100.0

Note: NA Not available.

" Data include S:E's whose primary work activity is basic researchor, in educational institutions. research and development
S/E's whose primary work activity is military have been included with Federal Government

SOURCE: National Science Foundation, Surveys of Science Resources Series, U.S. Scientists and Engineers. 1986
See figures 5.2 and 5.5.
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Appendix table 5-4. Ph.D. scientists and engineers in academic research and development anu basic research:'
1985

Field

Business &
industry Education Nonprofit

Federal
Government2 All institutions

Number Percent Number Percein Number Percent Number Percent Number Percent

Total 6,820 8.7 60,739 77.3 3,447 4.4 6,293 8.0 78,570 100.0

Total scientists 6,211 8.6 55,550 76.9 3,392 4.7 5,726 7.9 72,200 100.0

Physical scientists 3,377 20.7 10,695 65.4 4.343 5.2 1,357 8.3 16,341 100.0

Chemists 2,520 29.7 5,072 59,9 225 2.7 605 7.1 8,474 100.0

Physicists/astronomers 857 10.9 5,623 71.5 618 7.9 752 9.6 7,867 100.0

Environmental sciontsts 341 7.9 2,701 62.5 290 6.7 927 21.5 4,320 100.0

Atmospheric scientists 45 4.7 608 63.1 144 15.0 161 16.7 963 100.0

Earth scientists 263 11.3 1,335 57.2 78 3.3 604 25.9 2,334 100.0

Oceanographers 33 3.2 758 74.1 68 6.6 162 15.8 1,023 100.0

Mathematical scientists 154 5.9 2,396 91.1 44 1.7 36 1.4 2,630 100.0

Computer specialists 180 10.6 1,438 84.6 10 0.6 71 4.2 1,692 100.0

Life scientists 2,064 5.5 29,150 78.0 1,951 5.2 3,199 8.6 37,372 100.0

Agricultural scientists 101 2.0 4,271 84.8 53 1.1 552 11.0 5,034 100.0

Biological scientists 1,666 6.3 20,017 75.3 1,854 7.0 2,422 9.1 26,600 100 n

Medical scientists 297 5.2 4,862 84.7 179 3.1 225 3.9 5,738 100 (1

Psychologists 55 1.4 3,607 93.7 89 2.3 56 1.5 3,849 100.0

Social scientists 40 0.7 5,563 93.7 165 2.8 00 1.3 5,939 100.0

Economists 10 0.4 2,344 99.3 0 0.0 7 0 3 2,361 100.0

Sociologistsfanthropologists 3 0.2 1,336 95.6 54 3.9 0 0.0 1 398 100.0

Other social scientists 27 1.2 1,883 86.4 111 5.1 73 3.3 2,180 100.0

Total engineers 609 9.5 5,189 80.8 55 0.9 567 8.8 6,420 100.0

Aeronautical and astronautical 16 3.2 252 61.5 2 0.5 140 34.1 410 100.0

Chemical 69 10.1 566 82.9 0 0.0 48 7.0 611.... 100.0

Civil 32 5.3 571 94.7 0 0.0 0 0.0 603 100.0

Electrical/electronics 108 12.1 781 87.9 0 0.0 0 0.0 889 100.0

Materials 166 18.9 488 55.5 48 5.5 177 20.1 879 100.0

Mechanical 24 3.5 619 90.4 0 0.0 42 6.1 685 100.0

Nuclear 28 9.6 263 90.4 0 0.0 0 0.0 291 100.0

Systems design engineers 16 8.0 178 89.4 t. 2.5 0 0.0 199 100.0

Other engineers 150 8.4 1,471 82.6 0 0.0 160 9.0 1,781 100.0

1 Data include S/E's whose primary work activity is basic research or, in educational institutions, research ano development.

: &Es whose primary work activity Is military have been included with Federal Government,

SOURCE: National Science Foundation. Charactenstrcs of Doctoral Scientists and Engineers in the United States, 1985

See figure 5.6.
Science & Engineering Indicators-1987
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Appendix table 5-5. Doctoral scientists and engineers in research,' by
gender: 1975 and 1985

Sector Total Male Female Male Female

1975

Percent- -
Total 110,765 100,660 10.105 :0.9 9.1

4-year universities and colleges 99,226 90.182 9,044 90.9 9.1
Business and industry 4,273 4,024 249 94.2 5.8
Other non-profit 2,238 1,908 3311 85.3 14.7
Federal government 4,679 4,267 A 02 91.2 8.8
State and local governments 349 279 44'70 79.9 20.1

14435

Percent- -
Total 137.608 117,458 20.150 85.4 14.6

4-year universities and colleges 120,691 102,731 17,960 85.1 14.9
Business and industry 6,820 6,135 685 90.0 10.0
Other non-profit 3.447 2,736 711 79.4 20.6
Federal government 6,189 5,456 733 88.2 11.8
State and local governments 461 400 61 86.8 13.2

' Data include doctoral S/E's whose primary or secondary work activity is basic research or, in 4-year Lolleges
and universities, research and development.

SOURCE: National Academy of Sciences, Survey of Doctoral Recipients (special tabulations prepared for the
National Science Foundation, 1986)

See figure 5-3. Science & Engineering Indicators-1987

Appendix table 5-6. Doctoral scientists and engineers in research' by race
and type of employe:: 1975 and 1985

Sector Total White Black Asian Other

1975

Total 110,765 100,524 874 6.310 3,057
4-year universities and colleges 99,226 90,211 755 5,459 2,801
Business and industry 4,273 3.772 19 373 109
Other non-profit -, 2,238 1.920 13 23' 66
Federal governme04 4,679 4.303 83 222 71
State and local governments 349 318 4 17 10

1985

Total 137.147 122,602 1,606 12,331 1,069
4-year universities and colleges 120,691 107,809 1,466 10,522 894
Business and industry 6,820 5,786 64 888 82
Other non-profit 3,447 2,954 6 457 30
Federal government 6,189 5,594 70 462 63
State and local governments NA 459 NA 2 NA

' Data include doctoral S/E's whose primary or secondary work activity is basic research or, in 4year colleges
and universities, research and development.

SOURCE: National Academy of Sciences, Survey of Doctoral Recipient, (special tabulations prepared for the
National Science Foundation, 1986)

See figure 5-4. Science & Engineering Indicatom-1987

2

270



Appendix table 5-7. Foreign recipients of U.S. doctoral degrees' with postgraduation plans, by field of science: 1972
& 1986

Doctorate recipients with
firm plans

Doctorate recipients with
tem plans in U.S.

Employment

Fields Total Total U.S. Abroad Study' Academic Industrial Other

Doctoral recipients - 1972

Total science /engineering field., .. ....... .... 2.169 1.397 408 989 251 94 30 30

Physical sciences 387 240 105 135 94 6 4 0

Physics/astronomy 209 132 64 68 56 4 3 0

Chemistry 178 108 41 67 .-0 2 1 0

Earth, environmental & marine sciences 64 43 10 33 4 3 1 2

Mathematical sciences 169 102 42 60 16 22 2 2

Computer science NA NA NA NA NA NA NA NA

Life sciences 537 359 83 276 71 7 2 1

Biological sciences 305 205 70 135 61 5 1 1

Agricultural sciences 232 154 13 141 10 2 1 0

Social sciences 415 314 62 252 9 33 0 20

Psychology 78 48 13 35 2 9 1 1

Engineering 519 291 93 198 55 14 20 4

Doctoral recipients - 1986

Total science/engineering fields 4.051 2.617 1.371 1.040 744 365 233 29

Physical sciences 758 497 344 109 294 23 24 3

Physics /astronomy 365 248 165 63 137 12 15 1

Chemistry 393 249 179 46 157 11 9 2

Earth, environmental & marine sciences 106 71 32 37 24 4 3 1

Mathematical sciences 272 194 123 54 48 71 3 1

Computer science 122 84 59 22 9 31 18 1

Life sciences 711 493 187 272 162 14 9 2

Biological sciences 391 275 146 108 132 9 3 2

Agricultural sciences 320 218 41 164 30 5 6 0

Social sciences 633 414 115 268 18 85 4 3

Psychology 80 44 16 25 8 7 0 1

Engineering . 1.369 820 495 253 181 130 172 12

Percent of all foreign recipients with firm plans - 1972

Total science/engineering fields 100 29 2 70 8 18.0 6.7 2.1 2.1

Physical sciences 100 43.8 56.3 39.2 2.5 1.7 0.0

Physics/astronomy 100 48.5 51.5 42.4 3.0 2.3 0.0

Chemistry 10e 38.0 62.0 35.2 1.9 0 9 0.0

Earth, environmental & marine sciences 100 23.3 76.7 9 3 7.0 2.3 4.7

Mathematical sciences 100 41.2 58.8 15.7 21.6 2.0 2.0

Computer science NA NA NA NA NA NA NA

Life sciences 100 23.1 76.9 19.8 1.9 0.6 0.3

Biological sciences 100 34.1 65.9 29.8 2.4 0.5 0.5

Agricultural sciences 100 8.4 91.6 6.5 1.3 0.6 0 0

Social sciences 100 19.7 80.3 2.9 10.5 0.0 6.4

Psychology 100 27.1 72.9 4.2 18.3 ?.1 2.1

Engineering ... 100 32.0 68.0 18.9 4.8 6.9 1.4

Percent of all foreign recipients with firm plans--1986

Total science/engineering fields ... 100 52.4 39.7 28.4 13.9 8.9 1.1

Physical sciences 100 69.2 21.9 59.2 4.6 4.8 0.6

Physics/astronomy 100 66.5 25.4 55.2 4.8 6.0 0.4

Chemistry ......... .... .... ..... . 100 71.9 18.5 63.1 4.4 3.6 0.8

Earth, environmental & marine sciences 100 4E ' 52.1 33.8 5.6 4.2 1.4

Mathematical sciences 100 63.4 27.8 24.7 36.6 1.5 0.5

Computer science 100 70.2 26.2 10.7 36.9 21.4 1.2

Life sciences 100 37.9 55.2 32.9 2.8 1.8 0.4

Biological sciences . 100 53.1 39.3 48.0 3.3 1.1 0.7

Agricultural sciences . 100 18 8 75.2 13.8 2.3 2.8 0.0

Social sciences .. ..... , ........... 100 27.8 64.7 4.3 20.5 1.0 1.9

Psychology 100 36.4 56.8 18.2 15.9 0.0 2.3

Engineering 100 60.4 30.9 22.1 15.9 21.0 1.5

Note: NA not available

' Excludes foreign doctorate recipients holding U S permanent residence visas

2 Includes postdoctoral research assistants.

SOURCE; National Research Council. Office of Scientific and Engineering Personnel, Doctorate Record;File, special tabulations
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Appendix table 5-8. Proportion of Ph.D. researchers' who remained employed
in sector: 1973-85

Year

Employment sectors

Business
and industry

4 year colleges
and universities

Nonprofit
institutions

Federal
Government

All fields:
Percent

1973-75 96.0 96.4 67.3 82.2
1975-77 96.4 95.4 76.4 90.3
1977-79 95.5 94.3 78.5 91.8
1979-81 96.5 95.2 77.3 93.0
1981-83 95.4 94.8 66.6 93.3
1983-85 96.5 95.6 75.5 89.3
Scientists:
1973-75 96.2 96.4 68.6 82.4
1975-77 96.8 95.3 73.8 89.7
1977-79 95.0 94.6 78.4 92.2
1979.81 96.1 95.3 73.6 92.9
1981-83 96.1 94.7 67.1 93.0
1983-85 95.8 95.4 74.2 89.6
Engineers:
1973-75 95.5 95.8 60.3 81.1
1975-77 95.5 96.8 94.5 95.0
1977-79 96.9 91.9 79.8 88.3
1979.81 97.7 94.2 93.2 93.8
1981-83 93.9 96.2 64.6 97.2
1983.85 98.1 96.9 82.8 87.5

' Data include doctoral S/E's whose primary or secondary work activity isbasic research or. in 4-year colleges
and universities, research and development.
2 The survey instrument is collected biennially. The proportions shown are those giving the same answer to the
sector-ofemployment question in the second year of tne range as they did in the first year.

SOURCE: National Academy of Sciences, Survey of Doctoral Recipients (special tabulations prepared for the
National Science Foundation. 1986)

See figure 5.9. Science & Engineering Indicators-1987
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Appendix table 5-9. Scientists and engineers in academic research and development and basic research:' 1976-1986

Field 1976 1973 1980 1982 1984 1986

Total 92,900 105,900 127,200 150,500 188,200 213,300

Total scientists 79,200 93.800 110,600 129,400 156.300 175,700

Physical scientists 21,700 23,600 24.900 26,800 27,400 32,500

Chemists 9,500 10,200 11,300 12.300 11,900 13,900

Physicists/astronomers 10,700 10,700 10,800 10,800 12,700 15,900

Other physical scientists 1,600 2,800 2,700 3,600 2,900 2,900

Environmental scientists 6,700 6,800 7,800 9,100 12,400 12,800

Atmospheric scientists 1,300 1,900 1,900 2,500 3,100 2,200

Earth scientists 5,300 3,300 4,300 5,300 8,300 8,700

Oceanographers 200 1,700 1,600 1,400 1,000 1,900

Mathematical scientists 2,300 3,000 3,500 4,000 5,300 7,300

Computer specialists 1,200 2,200 2.300 2.800 6,000 7,200

Life scientists 33,400 44,600 55,600 66,800 74,300 83,900

Agricultural scientists 4,700 6,600 8,200 10,500 12,000 14,800

Biological scientists 23,400 28,900 38,300 47,600 53,700 58,800

Medical scientists 5,500 9,300 9,200 8,600 8,600 10,300

Psychologists 4,000 4,900 6,000 6,300 10,900 12,600

Social scientists 9.900 8,700 10,500 13,600 20,300 19,500

Economists 2,100 2,000 3,200 5,300 7,900 8,300

Sociologists/anthropologists 4,300 3,300 4,600 5,300 5,200 6,100

Other social scientists 3,500 2,900 2,700 3,000 7.100 5,100

Total engineers 13,600 12.000 16,500 21,100 31,800 37,800

Aeronautical and astronautical 1,200 400 900 NA NA 2,700

Chemical 500 700 1,200 1,400 2,200 3,300

Civil 1.800 1.000 1,500 1,500 2,500 3,100

Electrical/electronics 3.300 3,500 4,800 7,000 8,400 10,800

Industrial NA NA NA 400 500 700

Materials NA NA NA 1,300 2,500 2,300

Mechanical 2,300 1,800 2,400 3,200 6.700 6,800

Mining NA NA NA 300 500 300

Nuclear NA NA NA 400 500 400

Petroleum NA NA NA 400 NA 400

Other engineers 4,300 4,600 5,900 4,000 6,500 7,000

Note: NA --- Not available.

Includes scientists and engineers whose primary work activity is basic research or, in 4-year colleges and universities, research and development

SOURCE: National Science Foundation, U.S. Scientists and Engineers, 1986

See figure 5-7.
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Appendix table 5-10. Ph.D. scientists and engineers in academic research
and development and basic research:' 1977-1985

Field 1977 1979 1981 1983 1985
Total 56,123 61,468 70,034 72,329 78,570
Total scientists 51,926 56,767 64,694 66,245 72,200

Physical scientists 13,887 13,973 15,818 15,873 16,341
Chemists 7,558 7,413 8,686 8,242 8,474
Physicists/astronomers 6,329 6,560 7,132 7,631 7,867

Environmental scientists 3,021 3,341 4,024 3,851 4,320
Atmospheric scientists 569 730 812 871 963
Earth scientists 1,788 1,935 2,279 2,119 2,334
Oceanographers 664 676 933 861 1,023

Mathematical scientists 2,154 2,447 2,121 2,159 2,630
Computer specialists 598 756 1,061 1,165 1,699
Life scientists 24,706 28,383 33,530 34,238 37,372

Agricultural scientists 3,749 3,921 4,719 4,382 5,034
Biological scientists 17,149 19,451 22,888 24,664 26,600
Medical scientists 3,808 5,011 5,923 5,192 5,738

Psychologists 2,848 3,599 3,649 3,439 3,849
Social scientists 4,712 4,268 4,491 5,520 5,939

Economists 1,216 1,217 1,321 2,051 2,361
Sociologists/anthropologists 1,386 1,331 1,422 1,553 1,398
Other social scientists 2,110 1,720 1,748 1,916 2,180

Total engineers 4,197 4,701 5,310 6,084 6,420
Aeronautical and astronautical NA NA 316 451 410
Chemical NA NA 433 492 683
Civil NA NA 445 492 603
Electrical/electronics NA NA 700 822 889
Materials NA NA 735 1,180 879
Mechanical NA NA 540 345 685
Nuclear NA NA 299 339 291
Systems design NA NA 358 203 199
Other engineers NA NA 1,484 1,760 1,781

Note: NA = Not available.

Includes scientists and engineers whose primary work activity is basic research or. in 4year colleges and
universities, research and development.

SOURCE: National Science Foundation, Characteristics of Doctoral Scientists and Engineers in the United
States, 1985

See figure 5-8. Science & Engineering Indicators-1987
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Appendix table 5-11. Proportion of Ph.D. researchers employed in nonprofits and government who moved to other
sectors: 1973-85

Year2 and
field

Mobility from nonprofits to: Mobility from government to:

Business
and industry

Colleges and
universities

Federal
Government

Business
and industry

Colleges and
universities

Nonprofit
institutions

All fields:

Percent

1973-75 5.4 22.1 3.8 3 10.6 1.8

1975.77 3.6 14.1 2.5 1.8 4 2

1977-79 4.7 12.9 1.3 0.9 3.3 1.3

1979-81 4.0 10.6 6.5 2.4 2.8 0.3

1981-83 18.5 11.4 1.5 3 2.4 0.5

1983.85 10.4 11.3 1.4 2 4.9 1.4

Scientists:
1973-75 4.9 21.4 3.8 2.7 10.4 1.7

1975-77 3.7 16.1 2.5 1.7 4.2 2.3

1977-79 3.6 13.7 1.4 1 3.7 0.9

1979-81 4.9 11.6 8.0 2.4 2.7 0.3

1981-83 15.0 13.6 1.9 3.3 2.5 0.5

1983.85 9.6 12.9 1.6 1.7 5 0.5

Engineers:
1973-75 8.3 25.9 NA 4.6 11.9 2.4

1975-77 2.8 NA NA 2.3 2.7 NA

1977-79 13.9 6.4 0.2 NA NA 5.2

1979.81 NA 6.5 NA 1.9 3.6 0.6

1981.83 0.8 1.5 2.8 NA 1.4 1.4

1983.85 15.2 1.9 3.7 4.4 4.7 3.3

, Data include doctoral SIE's whose primary or secondary work activity is basic research or, in 4-year colleges and universities, research and development

2 The survey data are collected biennially.

SOURCE: National Academy 01 Sciences, Survey of Doctoral Recipients (special tabulations prepared for the National Science Foundation, 1986)
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Appendix table 5-12. Proportion of Ph.D. researchers' who moved between
university and industry: 1973-85

Year2 and field

From universities and From business and industry
colleges to business and to universities and

industry colleges

All fields:
Percent

1973-75 1.7 1.8
1975-77 1.8 2.1
1977-79 2.4 2.3
1979.81 2.5 2.1
1981-83 2.8 2.8
1983-85 2.3 1.6

Scientists:
1973-75 1.7 1.8
1975-77 1.8 2.0
1977-79 2.2 2.0
1979-81 2.5 2.1
1981-83 2.8 2.1
1983-85 2.3 2.2

Engineers:
1973-75 2.4 2.8
1975-77 2.3 2.4
1977-79 4.4 3.1
1979-81 3.4 2.2
1981-83 2.6 4.4
1983-85 1.6 0.1

' Doctoral S/Es in industry whose primary or secondary
work activity is basic research or. in 4year col'eges and

universities, rasearch and development.
2 The survey data are collected biennially.

SOURCE: National Academy of Sciences, Survey of Doctoral Recipients (special tabulations prepared for theNational Science Foundation, 1986)
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Appendix table 5-13. Cross-sectoral institutional coauthorship: 1973, 1977, 1981, and 1984

Articles' Percent

Sectors2 1973 1977 1981 1984 1973 1977 1981 1984

Participation in industry articles:
University 1,603 1,631 2,310 2,877 13.1 15.3 20.1 24.3

Nonprofit 164 140 225 351 1.3 1.3 2.0 3.0

FFRDC's 106 133 199 309 0.9 1.2 1.7 2.6

Government 433 463 563 762 3.5 4.4 4.9 6.4

Participation in nonprofit articles:
University 4,570 4,689 5,831 6,093 45.3 47.9 5:.3 53.0

Industry 164 140 225 351 1.6 1.4 2.0 3.1

FFRDC's 38 48 75 104 0.4 0.5 0.7 0.9

Government 716 743 876 857 7.1 7.6 7.7 7.5

Participation in FFRDC articles:
University 1,408 1,485 1,811 1,879 29.7 31.3 32.5 37.3

Industry 106 133 199 309 2.2 2.8 3.6 6.1

Nonprofits 38 48 75 104 0.8 1.0 1.3 2.1

Government 110 136 208 263 2.3 2.9 3.7 5.2

Participation in Federal Government articles:
University 6,372 6,816 7,957 8,228 35.0 40.8 45.4 47.6

Industry 433 463 563 762 2.4 2.8 3.2 4.4

Nonprofits 716 743 876 857 3.9 4.4 5.0 5.0

FFRDC's 110 136 208 263 0.6 0.8 1.2 1.5

Participation in university articles:
Industry 1.603 1,631 2,310 2,877 2.0 2.1 2.8 3.4

Nonprofits 4,570 4,689 5,831 6,093 5.7 6.0 6.9 7.2

FFRDC's 1,408 1,485 1,811 1,879 1.7 1.9 2.2 2.2

Government 6,372 6,816 7,957 8,228 7.9 8.7 9.5 9.8

Note. One crosssectoral institutional coauthorship is counted when an article with an author from one sector also lists an author from another sector For example,in

1973,1,603 articles listed authors from institutions in both the industry and the university sectors. This represented 13.1 percent of all articles carrying at least oneauthor

from industry, and 2.0 percent of articles with at least one university author.

Based on the articles, notes, and reviews in over 2.100 influential journals carried on the 1973 Science Citation Index Corporate Tapes of the Institute for Scientific

Information.
2 U.S. institutions only.

SOURCE. Computer Horizons, Inc., Science Indicators Literature Data Base, Series 12 ktabulaticns prepared for the National Science Foundation, January. 1987)

See figure 5.10, Science & Engineering Indicators-1987
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Appendix table 5-14. United States cross-sector
citations: 1973, 1977, 1981, and 1984

Year of cited papers

Sectors' 1973 1977 1981 1984

- Relative citation index? -
University articles citing:

Industry 0.38 0.38 0.41 0.36
Nonprofits 1.03 0.93 0.93 0.60
FFRDC's 0.75 0.63 0.73 0.81
Government 0,82 0.84 0.81 0.53

Industry articles citing:
University 0.65 0.62 0.56 0.38
Nonprofit 0.46 0.43 0.48 0.28
FFRDC's 0.97 0.96 1.03 0.67
Government 0.75 0.77 0,67 0.54

Nonprofit articles citing:
University 0.95 0.93 0.83 0.62
Industry 0.25 0.26 0.24 0.45
FFRDC's 0.29 0.23 0.30 0.39
Government 1.01 1.06 0.96 0.69

FFRDC articles citing:
University 0.83 0.80 0.67 0.60
Industry 0.70 0.72 0.73 0.70
Nonprofits 0.40 0.31 0.28 0.26
Government 0.66 0.60 0.61 0.42

Federal government articles citing:
University 0.83 0.81 0.70 0.49
Industry 0.44 0.42 0.43 0.56
Nonprofits 1.12 1.01 0.97 0.47
FFRDC's 0.66 0.54 0.58 0.62

Note: Based on the articles, notes and reviews in over 2,100 of the influential
journals carried on the 1973 Science Citation Index Corporate Tapes of the
Institute for Scientific Information,

* Articles are assigned to sectors based on the institutional addresses of the
articles authors. Articles with addresses from more than one sector are
divided proportionately among the sectors.
2 A citation ratio of 1.00 reflects no over- or underciting of the sector's
scientific and technical literature, whereas a higher ratio indicates a greater
citation of that sector's articles for that year For example. literature produced
in the nonprofit sector in 1973 received 3 percent more citations from
universities than would be expected based on the number of articles
published.

SOURCE: Computer Horizons, Inc , Science Indicators Literature Data
Base, Series 13 (tabulations prepared for the National Science Foundation.
January 1987)
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Appendix table 5-15. Institutional co-authorship between the industry and university sectors, by field: 1973-84

Fields' 1973 1977 1980 1981 1982 1983 1984

University-industry co-authored articles2
as a percent of all industry articles

All fields 13 15 19 22 24 23 25

Clinical medicine 21 23 30 30 34 33 35

Biomedicine 19 26 32 35 37 35 35

Biology 19 28 35 23 46 42 37

Chemistry 9 10 13 13 17 15 16

Physics 13 15 18 20 21 23 25

Earth and space sciences 28 27 31 34 35 33 36

Engineering and technology 9 10 13 16 17 16 17

Mathematics 28 39 39 43 35 43 42

University- industry co-authored papers?

All fields 1,566 1,595 2,017 2,905 3.297 3,386 3584

Clinical medicine 329 331 467 636 768 779 916

Biomedicine 117 148 175 276 305 334 391

Biology 86 113 116 176 246 210 213

Chemistry 185 158 215 269 357 328 327

Physics 246 200 423 508 575 603 650

Earth and space sciences 102 95 119 207 241 222 251

Engineering and technology 463 418 459 746 732 811 757

Mathematics 38 42 43 89 73 100 79

Industry articles

Al! fields 12,180 10,544 10,422 13.462 13,705 14,598 14220

Clinical medicine 1,600 1,413 1,533 2.086 2,257 2,394 2608

Biomedicine 618 567 548 782 824 966 1109

Biology 446 407 332 752 533 500 571

Chemistry 1,983 1,539 1,708 1,999 2,124 2,143 2007

Physics 1,911 1,932 2.302 2,559 2,713 2,623 2553

Earth and space sciences 358 348 381 606 691 664 698

Engineering and technology 5,130 4,231 2,507 4,770 4,356 5,075 4483

Mathematics 134 107 111 208 208 235 189

Note: Data for 1973.1980 are based on the articles. notes and reviews in over 2.100 of the influential tuurnais t.arried on the 1973 Science Citation Index Corporate Tapes

of the Institute for Scientific Information. Data for 1981-1984 use over 3.500 Journals on Lie 1981 Science Citation Index Corporate Tapes

' See appendix table 5.27 for a description of the subfields included in these fields
4 Articles with authors from both the U.S. industrial sector and the U.S. university sector Foreign Institutions are not divided .ato sectors

SOURCE. Computer Horizon. Inc.. Science Indicators Literature Data Base. Series 12 ttabuiatiuns prepared for the National Si.leriue Foundation. January 198')

See figure 0.32 in Overview, Science & Engineering Indicators-1987
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Appendix table 5-16. Ways of relating to universities reported by business respondents, by size of company

Ways of relating
Al!

Respondents

Size of company (employees)

1.19 20.99 100.499 500.1

Percent reporting
Employees attended conferences 45 30 43 59 73Company recruited graduates 41 19 41 57 81Company got technical services 41 47 35 35 39
Company provided financial aid for courses 38 17 33 58 75Informal unpaid interaction 28 25 23 28 45Company donated funds/equipment 28 18 26 34 50Internships, coop education 23 10 17 31 53Company employed faculty consultants 22 14 19 27 40Company contributed services to universities 20 16 15 21 38Other professional interaction 15 11 12 14 29
Universities contributed services to company 12 11 8 8 25Research contracts 10 6 6 10 27Research grants/consortia 7 4 3 8 19Universities reimbursed company for services 5 5 3 2 7Universities held financial interest in company

1 2 1
1 2

Number of respondents 1,246 458 274 174 192

' Less than 0.5 percent

SOURCE Donald C Pelt and Stuart t. Hart 'Business Firm Study',' Cid, c Data on Relations with Universities. Center for Research on Utilization ol Knowledge. Institutefor Social Research. University of Michigan, May 1. 1986
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Appendix table 5-17. Ways of relating to universities reported by business respondents, by company stage of
development

Ways of relating

Stage of development

Start-up
Rapid
growth

Steady
growth Stable Deckling

Percent responding

Employees attended conferences 33 51 49 41 32

Company recruited graduates 25 58 45 34 27

Company got technical services ......................... 57 38 37 39 52

Company provided financial aid for courses 12 45 45 34 32

Informal unpaid interaction 28 32 28 27 19

Company donated !unds/equipment 11 33 31 27 1E

Internships, co-op education 14 30 26 20 15

Company employed fccui;y consultants 33 29 21 17 19

Company contributed services to universities 22 31 20 16 16

Other professional interaction 24 16 16 13 12

Universities contributed services to company 9 12 13 13 12

Research contracts 14 10 11 8 12

Research grants/consortia 7 6 7 8 6

Universities reimbursed company for services 4 7 5 4 3

Universities held financial interest in company. 4 2 1 1 3

Number of respondents 81 202 488 338 68

SOURCE: Donald C. Pe lz and 9Auart L. Hart. Business Firm Study: Basic Data on Relations with Univeisitics. Centel lotResearch on Utilization of Knowledge. Institute

for Social Research, University of Michigan. May 1. 1986
Science 8 Engineering Indicators-1987

Appendix table 5-18. Faculty consultants to small business, by field and type of institution

Field' Total

Research
universities

Other doctoral
universities

Comprehensive
colleges and
universities

Baccalaureate
institutions

Specialized
S&T

institutions

Percent'

Total NA 32.4 34.2 55.1 60.0 34.0

Engineering 29.8 23.5 25.0 44.4 NA 17 6

Physical sciences 43.6 41.2 34.1 50.0 62.5 43.5

Enviromnental sciences 52.1 22.2 30.8 100.0 100.0 0.0

Computer sciences 31.5 21.1 27.8 40.0 50.0 50.0

Mathematics/statistics 52.7 40.0 33.3 66.7 33.3 50.0

Biological sciences 52.2 40.8 51.1 56.0 64.3 NA

Note: Estimated from a national sample (N 29,395)

Note: NA Not available,

Field la which faculty member teaches
2 Percent of faculty whose last consulting dent wns a small business

SOURCE: R Darkne'l and D. Nasatir. Consulting as a Science Indicator. Falai Report to the Na...,,rai Science Foundationunder Grant SRS 8307778. May 1 1987
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Appendix table 5-19. Most active university patent classes: 1969-85
Patent class Total 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985
Measuring and testing 186 10 10 10 11 11 3 10 9 15 10 14 8 10 11 10 14 20Surgery 306 9 9 5 10 20 8 24 13 17 14 14 21 17 29 26 36 34Chemistry. electrical & wave energy 148 6 3 4 7 8 6 6 12 8 6 7 7 19 9 13 17 10Liquid purification or separation . . . 88 1 3 5 4 7 4 3 8 5 9 2 6 3 7 4 6 11Radiant energy 135 1 4 5 L 7 8 6 15 17 9 4 7 8 9 7 13 9
Chemistry. carbon compounds . .. .. 252 4 8 9 5 11 8 11 11 15 10 11 19 32 19 15 32 32Electricity, measuring & testing 90 5 9 4 1 3 5 2 3 3 5 2 3 5 9 7 8 6Optics, systems & elements 85 3 4 1 3 2 2 4 4 2 6 5 7 7 5 6 8 16Optics, measuring & testing .... 77 1 5 9 1 2 3 1 5 3 2 6 8 8 2 9 3 9Electrical computers & data processing

systems 94 1 6 10 2 3 5 5 4 3 8 6 4 7 8 12 9
X-ray or gamma ray systems 58 1 1 2 2 6 2 2 8 6 8 2 2 0 8 1 3 4Chemistry, inorganic 88 3 6 6 4 3 2 11 3 6 15 4 1 8 6 2 4 4Food or edible material 88 2 0 3 4 4 7 7 4 9 4 4 6 5 7 9 5 8Drug, bioaffecting & body treating

N comps. (Patent class 424) 248 4 6 9 5 4 8 13 14 16 15 9 10 19 30 27 40 19c4,
IJ Stock material or misc. articles 58 0 0 2 4 1 4 2 1 4 3 3 3 7 6 8 7 3

Chemistry: mole. biol. & microbiology 306 5 4 3 10 7 14 11 14 13 18 12 19 29 38 37 37 35Chemistry: analytical & immunological
testing 150 0 1 1 4 2 2 9 11 11 11 5 17 14 5 12 24 21Drug, bioaffecting & body treating
compositions (Patent class 514) 373 5 3 4 7 6 8 11 19 21 26 18 31 30 40 45 54 45Organic compounds, part of class
532.570 series. (Patent class 536) 73 1 2 2 4 2 2 5 7 3 5 5 2 8 7 6 4 8

Organic compounds, part c f class
532.570 series. (Patent class 549) 74 0 1 0 0 3 0 4 6 5 6 2 9 11 8 8 7 4Organic compounds, part of class
532-570 series. (Patent class 568) 56 3 0 1 4 1 4 6 7 8 7 0 2 2 2 1 2 6Prosthesis. parts thereof or alas
& accessories 55 2 1 4 7 4 2 1 2 3 1 3 5 4 4 1 1 10

3 3 I

Note' Data are shown for the patent classes that accounted for one percent or more of total academic patenting activity.
SOURCE' U.S. Department of Commerce. Patent and Trademark Office. special tabulations for National Science Foundation
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Appendix table 5-20. U.S. doctoral degrees awarded to foreign nationals, as a percent of all U.S. doctoral degrees,
by field: 1960-86

Field 1960 1965 1970 1975 1980 1981 1982 1983 1984 1985

All fields 13.J 16.8 14.1 15.9 15.9 16.7 17.5 18.5 19.3 21.0

Science and engineering 18.2 22.0 18.2 21.7 20.8 21.4 22.0 23.4 24.5 26.6

Physical sciences 13.0 17.4 16.1 22.6 22.9 22.4 23.2 23.5 24.0 25.9

Physics and astronomy 14.2 19.8 17.3 27.2 24.4 25.2 27.3 29.4 28.0 31.3

Chemistry 12.5 15.8 15.1 18.8 22.6 21.8 22.7 23.7 27.5 22.7

Earth sciences 21.8 22.0 20.4 21.0 16.9 17.3 16.7 21.4 21.3 24.5

Mathematical sciences 23.6 16.5 15.7 23.7 26.7 30.1 32.3 35.0 36.3 37.3

Mathematics NA NA NA NA 27.0 31.5 32.4 36.4 38.4 40.7

Computer sciences . NA NA NA NA 25.7 25.9 32.3 31.5 31.2 29.7

Engineering 30.1 29.0 26.2 41.1 46.4 49.2 50.1 53.5 53.0 54.8

Life sciences 21.8 13.6 18.7 19.2 16.5 16.1 15.4 16.4 16.9 19.0

6.Jlogical sciences 17.9 23.8 15.8 14.5 11.8 10.8 11.8 11.7 12.3 14.1

Agriculture and forestry 35.0 50.9 48.8 37.2 36.3 36.7 29.8 33.8 35.0 35.8

Social sciences 10.5 13.8 11.9 10.8 10.0 10.5 11.4 10.8 12.5 13.3

Psychology 5.6 4.5 5.2 5.7 3.9 3.8 3.5 4.3 4.2 4.6

Other social sciences 15.4 21.7 16.7 14.9 16.7 18.6 20.6 18.9 22.8 23.6

Total nonscience 6.9 8.5 7.7 8.6 9.8 10.6 11.5 11.8 12.3 13.1

1986

21.1

26.7
28.8
34.1
25.5

22.1

40.8
is)

42.2 79.79,
38.3 79,7

19;2
50.7 79,-t.? .

79 -sr -.
18.2,9>>6, .

13 3, 6 .

36i)6> ".
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) .. 79
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Appendix table 5-21. U.S. doctoral recipients' studying abroad, by field: 1967-83
All S&E Earth. env.. & Agricultural SocialYear fields Physics Chemistry marine sciences Engineering Biosciences Mathematics sciences sciences Psychology

1967
1968
1969
1970
1971

1972
1973
1974

1975

1976
1977
1978
1979
1980
1981

1982
1983

1967
1968
1969
1970
1971

1972

1973
1974

1975
1976

1077

1578

1979

1980

1981

1982

1983

i.,_

' Includes U S citizens and loyolont wens with permanent resident status
Incudes medical sciences .

Includes computer ,serence

1967

1968
1969
1970

1922

1973'
1974.:
1975
1976

1977

.1978
1979,

1980,

198r
1982
1983

Percent of doctoral recipients studying abroad

'...,48 347 2,155 2,026 719 421 1,488 1,2401.594 367 2,378 2,436 841 479 1,647 1,4061.753 418 2,736 2,712 937 516 1,845 1,6712.038 433 2,944 2,975 1,076 602 2,225 1,816
2.011 506 2,948 3,264 1,074 663 2,578 2,0421.808 531 2,952 3,216 1,095 618 2,738 2,169
1.633 554 2,699 3,258 1,032 617 2,803 2,3351.542 504 2,267 2,957 947 526 2,652 2,391` 1,519 530 2,1?4 3,100 923 633 2,781 2,6071.405 540 1,947 3,160 803 536 2,705 2,768, '. 14.386 Off* 1,343' 581 1,798 3,071 744 514 2,570 2.82114:056 868. 1.293 540 1.586 3,134 666 573 2 448 2,858. 14.184 870 . ,1.335 ,- 566 1.615 3,262 603 573 2,290 2,895.. , 14.114 766 1 t.269 / 538 1.554 3,234 582 627 2,292 2,79614.174'' 774 . 1,329 488 1.471 3,246 525 726 2,191 2,837..... ,13.855* 741 /1.30 557 1.465 3,399 499 660 2,043 2,965' . , 13.961 76Q" .1 .424- - 513 1.482 3,323 457 685 2,020 3,090

11.063. 1.119
.. "2.397 1,249

. 1.3.846 1,258
;5.545 1436

1.503
16530 1.403

'16,246 , 1.314
14,840 s" 1.054

'-, 15.261 1.034
,.: 14.851 987

2.13
1.73
1.86
1.90
2.39
2.10
1.44

1.43
1.54

1.54

1.33
1.26
1.61

1.42

1.73
1.63

1.46

3.49
2.72
3.97
4.18
5.59
4.70
3.42
3.89
2.80
3.14
3.16
2.65
2.99
2.87
4.91

2.30
3.43

4.33
3.07
3.19
3.43
5.72
5.14
2.27
3.37
3.03
3.42
2.23
2.32
2.10
2.21
2.41

3.01
2.74

236 39 67
214 34 49
258 50 56
296 60 70
397 84 115
347 66 93
234 45 37
212 41 52
235 29 46
229 31 48
191 29 30
177 23 30
228 26 28
201 22 28
245 38 32
225 17 41
214 26 39

1.73
1.36
2.87
2.77
3.16
0.94
1.81

0.79
0.94
1.11

2.75
2.41
1.77
1.30
2.25
2.16
1.95

1.11

1.05
0.91

0.75
1.56
1.15
0.63
0.53
1.02
0.91
0.82
0.85
1.15
0.79
0.98
0.70
1.08

3.70
3.41
3.39
3.23
3.22
3.42
2.70
2.71
3.10
4.26
3.62
2.55
3.37
2.94
3.51
3.09
2.31

Number of all U.S. doctoral recipents

1.39
0.71
0.32
1.12
0.74
1.37
1.45
0.53
1.11

0.68
0.58
0.25
1.21

1.02
0.79
0.87
0.66

Number of doctoral recipents studying abroad

0.71
0.63
0.97
1.00
0.90
1.46
1.13
0.95
0.79
0.75
0.78
0.35
1.05
1.49
1.27
2.24
1.55

0.20 0.73
0.18 0.43
0.33 0.54
0.27 0.66
0.16 0.64
0.18 0.46
0.29 0.30
0.23 0.50
0.36 0.46
0.59 0.33
0.43 0.25
0.16 0.35
0.48 0.31
0.26 0.28
0.37 0.25
0.59 0.21
0.52 0.26

6 24 75 10 3 3 9
5 25 83 6 3 3

12 25 92 3 5 6 9
12 22 96 12 6 6 12
16 46 105 8 6 4 13
5 34 110 15 9 5 10

10 17 88 15 7 8 7
4 12 80 5 5 6 7
5 21 96 11 5 10 12
6 17 92 6 4 16 9

16 14 75 5 4 11 7
13 13 80 2 2 4 10
10 18 110 10 6 11 9

7 12 101 8 9 6 8
11 14 120 6 8 8 8
12 10 106 6 15 12 6
10 16 89 3 12 11 8

SOUFiCE,WItionS1 Science Foun lacy 'Science and Engineering Doctorates 1960-82 NSF 83 -328): National Research Council. Summary Report 1983: Doctoratef?eirpleaiskoM United Statestlnivar<Os National Academy Press Waqhington DC I ":83 National Academy of Sciences, Doctorate Records File, unpublished data
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Appendix table 5-22. U.S. academic exchange visas issued: 1978-86

Country 1978 1979 1980 1981 1982 1983 1984 1985 1986

Total 67.579 72.131 77,557 84.106 85,714 91.164 97,646 89,448 102,854

United Kingdom 7.219 8,774 9,394 8.416 8,362 8,411 8,836 9,673 12,109

France 3,274 3,194 3.854 4,073 3.962 4,395 4,975 4,695 5,702

West Germany 3,572 3,996 4,420 4,649 5,208 5,823 7,415 7,013 7,914

U.S.S.R 176 275 234 180 183 160 98 104 328

Poland 905 1,008 1,184 1,374 1,122 863 990 718 737

Other East Europe 1,032 974 1.254 1.239 1,211 1,400 1,659 1,233 1,542

Japan 5,080 6,110 6,190 6,983 6.568 7,403 7,571 5,302 4,944

Taiwan 617 564 819 1,061 1,119 1,309 1,306 915 1,003

Iran 876 266 32 49 87 99 176 158 111

Other countries 44,828 46.970 50,176 56,082 57,892 61,301 64,620 59,637 68,464

SOURCE: Immigrant and Visa Control and Reporting Division, U.S. Department of State, unpublished data

Science & Engineering Indicators-1987

Appendix table 5-23. Internationally co-authored articles, by field: 1973-84

Field' 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1 983 1984

Internationally co-authored articles as a percent of all institutionally co-authored articles2

All fields 12.7 13.3 14.0 14.8 15.1 15.4 16.1 16.3 17.3 17.2 17.8 18.5

Clinical medicine 6.6 6.9 6.8 7.8 7.5 7.7 8.1 8.1 8.8 9.1 9,7 9.9

Biomedicine 13.7 14.2 15.2 15 7 16.3 16.4 16.9 17.1 17.9 18.2 18.8 19.3

Biology 15.5 13.6 15,4 17.0 16.9 17.9 18.6 18.3 19.9 17.7 19,4 21.3

Chemistry 16.3 17.2 17.7 18.1 20.7 20.0 21.5 21.8 22.6 22.6 23.3 24.1

Physics 22.8 23.7 25.4 25.9 27.5 29.4 30.0 30.2 32.6 33.0 32.6 33.8

Earth and space
sciences 23.1 22.5 24.6 27.7 27.5 28.7 28.7 30.7 30.2 30.5 32.1 34.1

Engineering and
technology 13.2 14.0 15.5 14.0 16.2 17.2 18.2 18.2 19.7 19.9 20.7 20.9

Mathematics 34.3 39.5 39.8 38.6 37.9 38.8 40.0 42.5 42.0 43.9 44.7 47.8

Internationally co-authoreu articles

All fields 8,420 9,113 9,737 10.559 11,338 12,317 13,225 14,057 16,558 21,745 23,275 24,799

Clinical medicine 1,881 2,013 1,989 2,314 2,440 2,709 2,837 3,032 3,634 5,084 5,554 5,751

Biomedicine 1,454 1,581 1,775 1,862 2,032 2,156 2,395 2,533 2,828 3,765 3,965 4,181

Biology 723 655 779 853 915 1,007 1,116 1,051 1,371 1,804 2,034 2,308

Chemistry 1,088 1,241 1,286 1,384 1,546 1,600 1,763 1,932 2,253 2,802 2,857 3,073

Physics 1,570 1,757 1,933 2,142 2,320 2,548 2,758 2,960 3,470 4,217 4,334 4,646

Earth and space
sciences 647 658 698 830 849 956 1,021 1,108 1,251 1,709 1,827 2,065

Engineering and
technology 584 650 720 626 721 806 803 842 1.096 1,416 1,686 1,680

Mathematics 473 558 557 548 515 535 532 600 656 948 1,019 1,096

All institutionally co-authored articles

All fields 66,105 68,529 69,579 71,220 75,283 79,955 81,894 86,115 95,858 126,509 130,796 133,712

Clinical medicine 28,617 28,974 29,078 29,564 32,643 35,160 35,097 37,250 41,239 55,652 57,513 58,297

Biomedicine 10,648 11,117 11,683 11,845 12,436 13,116 14,144 14,807 15,839 20,642 21,114 21,713

Biology 4,660 4,829 5,073 5,024 5,405 5,620 5,985 5,744 6,875 10,188 10,483 10,818

Chemistry 6,694 7,224 7,264 7,632 7,485 7,996 8,185 8,856 9,986 12,393 12,266 12,759

Physics 6,897 7,410 7,601 8,271 8,433 8,661 9,179 9,792 10,651 12,772 13,289 13,747

Earth and space
sciences 2,798 2,920 2,832 2,994 3,085 3,335 3,553 3,615 4,146 5,595 5,699 6,061

Engineering and
technology 4,412 4,642 4,647 4,470 4,437 4,689 4,421 4,638 5,562 7,108 8,151 8,021

Mathematics 1,379 1,413 1,401 1,420 1,359 1,378 1,330 1,413 1,561 2,160 2,282 2,295

' See appendix table 5.27 for the subhelds included in these fields.

2 1973.80 data are based on the articles, notes, and reviews in over 2,100 of the influential journals carried on

Institute (or Scientific Information, The 1981-84 data use over 3,500journals on the 1981 Science Citation

the 1973 Science Citation Index Corporate Tapes of the

Index Corporate Tapes

SOURCE: Computer Horizons, Inc., Science Indicators Literature Data Base, Series 6 (special tabulations prepared for the National Science Foundation, November

1986)

See figure 5-12.
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Appendix table 5-24. International co-authorship, by U.S. sector: 1973,
1980-84

Sector 1973 1980 1981 1982 1983 1984

Percent of articles involving cross-national collaboration

University and colleges .... 12.6 15.1 15.7 16.1 17.1 18.2
Nonprofit institutions ...... 5.6 8.0 8.5 9.1 9.9 10.8
FFRDC's 11.9 20.4 20.4 23.3 23.1 24.7
Federal government 6.0 8.9 9.8 10.4 11.5 12.3
Private industry for profit 12.0 15.2 14.8 16.0 15.7 16.3

Number of articles involving cross-national collaboration

University and colleges 3,898 5,581 7.980 8.484 9,098 9.857
Nonprofit institutions 326 564 829 915 1.024 1,121
FFRDC's 235 464 615 714 757 829
Federal government 530 885 1,331 1,455 1,601 1,733
Private industry for profit 351 550 743 890 944 999

Total articles

University and colleges 30,998 36.923 50,941 52,825 53,184 54.271
Nonprofit institutions 5,803 7,080 9.736 10.017 10,371 10.380
FFRDC's 1,970 2.274 3,010 3.062 3,284 3,350
Federal government 8,898 9.984 13.593 13,952 13.953 14.134
Private industry for profit 2,930 3.621 5.009 5,577 6,009 6,129

Note- 1973 and 1980 data are based on the articles. notes and reviews in over 2.100 of the influential journals
carried on the 1973 Science Citation Index Corporate Tapes of the Institute for Scientific Information 1981-84
data are based on over 3.500 journals on the 1981 Science Citation Index Corporate Tapes.

SOURCE Computer Horizons. Inc Science Indicators LiteratuFi Data Base. Series 12 (tabulations prepared
for the National Science Foundation. January 1987)
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Appendix table 5-25. Internationally co-authored articles and all institutionally co-authored articles, by country:
1973-84

Country 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984

Internationally co-authored articles as a percent of all institutionally co-authored articles
West Germany 35.6 37.3 38.2 40.6 41.3 41.6 43.8 46.2 45.4 46.9 47.9 49.7United Kingdom 35.3 37.0 37.7 39.6 40.7 40.2 40.4 41.8 41.8 41.6 41.3 42.9Canada 37.0 45.6 37.3 38.5 38.4 39.4 39.9 40.0 42.7 42.7 40.2 42.0France 26.7 26.9 29.8 31.4 32.5 33.5 33.9 34.0 34.9 37.3 38.6 39.6
U.S.S.R 9.6 10.9 13.3 14.2 17.3 16.3 20.1 19.9 18.3 18.5 18.5 18.1United States 14.0 14.3 15.0 15.9 15.9 15.7 16.6 16.9 17.6 18.2 19.2 20.3Japan 16.4 16.4 16.1 15.2 15.9 15.5 16.3 16.4 17.3 18.2 18.3 19.3

Internationally co-authored articles

West Germany 1,283 1.527 1.568 1.741 1,923 2.176 2,244 2.459 3557 3,767 4.058 4,292United Kingdom 2,029 2.219 2,364 2,574 2,633 2.784 2.889 3,159 4492 4.626 4,857 5,150Canada 1.302 1.369 1,422 1.532 1.599 1.715 1,812 1,819 2718 2.861 2,862 3.183France 1.131 1,209 1,460 1.591 1,769 1,837 2.003 2,153 3062 3,342 3,546 3,761U.S.S.R 288 318 380 432 523 528 604 637 836 900 929 869United States 07 5,037 5,254 5,675 5,972 6,248 6.755 7,192 10268 11,013 11,830 12,743Japan 472 495 543 555 635 678 767 872 1334 1.516 1,645 1,878

All institutionally co-authored articles

West Germany 3,605 4.093 4,108 4,287 4,654 5.228 5,128 5.324 7842 8,037 8,469 8,628United Kingdom 5,749 6.002 6.268 6.501 6.473 6.925 7,159 7,553 10747 11.131 11,762 12,014Canada 3,521 3.004 3.809 3.976 4,166 4.358 4,543 4.542 6368 6.697 7.113 7,578France 4,233 4,492 4.901 5.065 5.445 5.491 5,902 6,341 8779 8,967 9,175 9,499
U.S.S.R 3,011 2,926 2.860 3,033 3,031 3,233 3,005 3,199 4578 4,876 5.015 4,796United States 34.364 35,338 35.100 35,799 37,618 39,768 40,784 42,508 58472 60.649 61,688 62,861Japan 2.881 3,018 3,363 3,657 3,984 4,386 4,696 5,308 7699 8.336 8,988 9,722

Note' 1973.80 data are based on the articles, notes and reviews in over 2,100 of the influential journals carried on the 1973 Science Citation Index CorporateTapes of the
Institute for Scientific Information 1981-84 data are based on over 3.500 journals on the 1981 Science Citation Index Corporate Tapes,
SOURCE' Computer Horizons. Inc , Science Indicators Literature Data Base. Series 6 (tabulations prepared for the National Science Foundation. January 1987)
See figure 5.13,
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Appendix table 5-26. U.S. and world scientific and technical articles, by field: 1973-84

Field' 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984

U.S. articles as a percent of all articles

All fields ...... , 38 38 37 37 37 38 37 37 35 35 35 35

Clinical medicine 43 43 43 43 43 43 43 43 41 41 40 41

Biomedicine 39 38 39 39 39 39 40 40 39 40 39 39

Biology 46 46 45 44 42 42 43 42 37 38 38 37

Chemistry 23 22 22 22 22 21 21 21 20 21 20 21

Physics 33 33 32 31 30 31 30 30 28 27 28 27

Earth and space
sciences 47 47 44 46 45 45 45 42 42 42 42 41

Engineering and
technology 42 42 41 41 40 39 41 39 38 38 41 40

Mathematics 48 46 44 43 41 40 40 40 36 37 38 37

Number of U.S. articles2

All fields 103,777 100,066 97,278 99,970 97,854 99,207 99,377 98,394 134,940 135,953 132,415 131,111

Clinical medicine . 32,638 31,691 31,334 32,920 33,516 34,966 33,975 34,612 49,082 49.458 48,055 48,735

Biomedicine 16,115 15,607 15,901 16,271 16.197 16,611 17,649 17,582 22,029 22,892 22,496 22,196

Biology 11.150 10,700 10,400 10.573 9,904 9,663 10,553 9,594 15,070 15,199 14,216 14,166

Chemistry 10,474 9,867 9,222 9,337 8,852 9,266 9,182 9,250 10,946 11,820 11,010 11.137

Physics 11,721 11,945 11,363 11,502 10.995 11,015 10,995 11,415 13,111 13,315 13,021 12,691

Earth and space
sciences 5,591 5,371 4,975 5,537 5,197 5.043 5,167 4,832 7,421 7,220 6,862 6,748

Engineering and
technology . . . 11,955 11,088 10,431 10,346 10,081 9,694 9,018 8,461 13,282 12,284 13,105 11.976

Mathematics . . 4,134 3,797 3,652 3,484 3,112 2,949 2,838 2,648 4,000 3,765 3,648 3,462

Number of all articles

All fields 271,513 265.130 260,908 267,354 263,700 270,128 267,953 269,556 382.327 383,697 373,550 369,930

Clinical medicine . 76,209 74.509 73,485 76,699 77,597 81,209 78,827 80,533 119,477 120,926 119,325 119,094

Biomedicine 41,155 40,632 41,244 41,891 41,388 42,968 43,631 44,267 55.787 57,585 57,289 56,223

Biology 24,047 23,414 23,260 23,905 23,757 23,176 24.734 22,838 40,328 39,875 37.788 38,093

Chemistry 45,004 44,529 42,502 42.773 40,734 43,550 43,273 44,448 55,789 56.630 54,186 54,117

Pnysics 35,854 35,708 35,104 36,902 36,057 35,515 36,700 37,944 46,913 48,677 46,902 46,450

Earth and space
sciences 11,977 11,479 11,356 12,011 11,531 11,224 11,596 11,395 17,656 17,241 16,508 16,334

Engineering and
technology 28.617 26,600 25,664 25,146 25,003 24,588 22.182 21,459 35,248 32,598 32,073 30,310

Mathematics 8,639 8,259 8,293 8,127 7,573 7,298 7,011 6,673 11,128 10,165 9,478 9,309

Note: 1973.80 data are based on the articles. notes and reviews in over 2.100of the influential puma's carried on the 1973 Science Citation Index Corporate Tapes of the

Institute for Scientific Information. 1981.84 data are based on over 3.500 journals onthe 1981 Science Citation Index Corporate Tapes

Note: Detail may not add to totals because of rounding,

' See appendix table 5.27 for the subfields included in these fields
When an article is written by researchers from more than one country. that article is prorated across the countries involved. For example. if a given article has several

authors from France and the Un.sed States it is split on the basis of these countriesregardless of the number of organizations represented by the authors

SOURCE: Computer Horizons. Inc . Science Indicators Literature Data Base. Series 1 (tabulations prepared for the National Science Foundation, January 1987)

See table 0.3 in Overview
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Appendix table 5-27. Publications in the fields and subfields of international scientific literature: 1934

Field and subfield World
United
States Field and subfield World

United
States

Clinical medicine 119,094 48,735 Marine biology & hydrobiology 3,418 1,107General & internal medicine 17,553 5,802 Botany 9,491 3,347Allergy 702 291 Ecology 2,771 1,219Anesthesiology 1,325 450 Agriculture & food science 8,526 3,194Cancer 5,920 2,727 Dairy animal science 3,315 1,361Cardiovascular system 4,994 2,357 Miscellaneous biology 2,435 1,140Dentistry 2,435 1,140
Dermatology & venereal diseases 2,853 1,052 Chemistry 54,117 11,137Endocrinology 4,495 1,688 Analytical chemistry 5,884 1,528Fertility 1,179 535 Organic chemistry 8,155 2,004Gastroenterology 1,910 605 Inorganic & nuclear chemistry 4,243 745Geriatrics 767 491 Applied chemistry 2,367 386Hematology 2,228 790 General chemistry 16,436 2,695Immunology 7,918 3,582 Polymers 4,118 893Obstetrics & gynecology 2,319 1,010 Physical chemistry 12,913 2,885Neurology & neurosurgery .. ........ 10,472 4,522
Ophthalmology 2,363 1,116 Physics 46,450 12,691Orthopedics 1,149 504 Chemical physics 5,328 1,923Arthritis & rheumatism 904 275 Solid state physics 8,298 1,951Otorhinolaryngology 1,392 654 Fluids & plasmas 1,031 538Pathology 2,928 989 Applied physics 10,302 2,761Pediatrics 2,824 1,227 Acoustics 1,130 482Pharmacology 10,901 3,674 Optics 1,940 778Pharmacy 4,051 1,110 General physics 13,448 2,636Psychiatry 2,289 1,384 Nuclear & particle physics 3,814 1,299Radiology & nuclear medicine 5,109 2,683 Miscellaneous physics 1,159 324Respiratory system 1,556 657
Surgery 5,025 2,667 Earth & space science 16,334 6,748Tropical medicine 646 154 Astronomy & astrophysics 3,760 1,605Urology 1,643 811 Meteorology & atmospheric science 1,545 929Nephrology 522 197 Geology 2,907 1,135Veterinary medicine 5,477 1,790 Earth & planetary science 6,432 2,402Addictive diseases 443 270 Geography 2,408 1,295Hygiene & public health 2,408 1,295 Oceanography & limnology 1,635 674Miscellaneous clinical medicine 394 236

Engineering and technology 30,310 11,976Biomedicine 56,223 22,196 Chemical engineering 3,003 1,312Physiology 3,910 1,638 Mechanical engineering 3,036 1,224Anatomy & morphology 822 251 Civil engineering 1,926 1,147Embryology 1,003 419 Electrical engineering & electronics 7,419 2,970Genetics & heredity 4,573 1,625 Miscellaneous engineering & technology 632 200Nutrition & dietetics 1,665 832 Industrial engineering 19,043 7,535Biochemistry & molecular biology 19,043 7,535 General engineering 1,046 195Biophysics 975 327 Metals & metallurgy 3,855 817Cell biology, cytology & histology 5,115 1,992 Materials science 3,720 1,412Microbiology 4,640 1,660 Nuclear technology 2,004 829Virology 1,863 788 Aerospace technology 1,236 500Parasitology 1,236 500 Computers 1,860 914Biomedical engineering 1,532 630 Library & information science 388 i33Microscopy 388 133 Operations research & management
Miscellaneous biomedicine 1,521 715 science 7,938 3,150General biomedicine 7,938 3,150

Mathematics 9,309 3,462Biology 38,093 3,990 Probability and statistics 1,593 14,166General biology 1,593 14,166 Applied mathematics 2,121 463General zoology 2,121 463 General mathematics 4,706 1,385Entomology 3,018 402 Miscellaneous mathematics 3,027 1,610Miscellaneous zoology 3,027 1,610

All fields 369,930 131,111

Note: Based on the articles, notes and reviews in over 3,500 of the influential journals carried on the 1981 Science Citation Index Corporate Tapes,
SOURCE' Computer Horizons, Inc , Science Indicators Literature Data Base, Series 1 (tabulations prepared for the National Science Foundation,

January 1987)
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Appendix table 5-28. Total references in U.S. articles and references in U.S. articles to articles from other countries,'
by field: 1974-84

Field?

Publication year of citing articles

1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984

Percentage of references in U.S. articles to articles from other countries

All fields 23.0 24.7 26.6 26.9 38.0 27.8 28.4 28.7 28.9 28.9 29.3

Clinical medicine 20.6 23.1 24.1 24.5 25.3 25.4 25.6 25.9 26.0 26.3 26.3

Biomedical research 22.9 25.7 27.2 27.7 29.6 28.5 29.0 29.3 29.4 29.6 29.7

Biology 19.8 22.1 23.0 24.3 24.7 26.4 27.3 27.6 271 27.2 27.9

Chemistry 32.1 32.0 37.5 36.4 37.6 36.8 37.9 36.8 38.° 38.3 38.0

Physics 24.7 25.9 27.2 28.3 29.5 30.6 31.3 32.5 33.4 33.3 34.9

Earth and space
sciences 17.7 20.5 21.3 22.0 23.1 22.9 24.3 24.4 24.8 23.3 25.8

Engineering and
technology 20.3 20.9 23.3 23.2 24.0 24.8 25.0 26.0 26.0 26.1 27.2

Mathematics 16.2 18.4 21.3 24.4 25.6 25.9 27.8 28.4 28.0 29.1 28.5

References in U.S. articles to articles from other countries

All fields 38,450 79,569 120,676 154,821 182,805 219,434 243,580 283,006 310,817 336207 321681

Clinical medicine 9,801 23,552 36,771 49,403 61,336 69,332 77,558 90,439 97,747 105711 102682

Biomedical research 10,360 22,010 33,549 42,677 45,010 63,614 71,024 81,833 89,130 95977 91719

Biology 1,591 3,826 5,448 7,789 9,374 11,886 13,793 16,935 18,453 20283 19561

Chemistry 6,487 10,558 18,828 21,469 26,055 27,064 31,314 34,126 38,677 38513 36583

Physics 6,665 11,863 16,286 21,127 24,824 27,461 29,831 36,039 40,197 44158 41987

Earth and space
sciences 1,961 4,920 5,479 7,154 9,528 12,336 11,746 13,606 15,637 19800 18566

Engineering and
technology 1,341 2,287 3,351 3,858 4,879 5,892 6,256 7,702 8,583 8994 8220

Mathematics ... 244 554 968 1,344 1,799 1,847 2,057 2,325 2,395 2771 2362

Total references in U.S. articles

All fields 167,397 321,661 454,107 576,508 654,107 788,728 857,782 987,027 1,074,351 1162450 1096233

Clinical medicine 47,693 102,033 152,429 201,772 242,170 273,094 303,335 349,179 375,595 401784 390221

Biomedical research 45,282 85,622 123,445 154,313 151,938 222,833 245,325 279,411 303,674 323917 308776

Biology 8,017 17,286 23,639 32,059 37,999 44,971 50,456 61,263 68,027 74523 70135

Chemistry 20,221 32,962 50,195 58,986 69,237 73,543 82,646 92,729 101,871 100596 96242

Physics 26,981 45,808 59,807 74,754 84,250 89,637 95,264 110,806 120,421 132547 120398

Earth and space
sciences 11,086 23,989 25,675 32,474 41,171 53,760 48,360 55,851 63,177 85056 71933

Engineering and
technology 6,609 10,948 14,376 16,632 20,315 23,750 24,999 29,601 33,037 34517 30234

Mathematics 1,508 3,012 4,542 5,517 7,027 7,139 7,398 8,189 8,550 9510 8295

' The number of references found in articles written by scientists and engineersat U.S. institutions, and the number of references in articles written by U S authors which

were to articleswritten by &Et at foreign institutions. References were sought in the articles published in over 2,100 influential journals carried on the Corporate Tapesof

the 1973 Science Citation Index of the Institute of Scientific Information.
2 See appendix table 5.27 for subfields included in the fields,

SOURCE: Computer Horizons, Inc.. Science Indicators Literature Data Base, Series 2 (Tabulations prepared for the National Science Foundation, January 1987)

See figure 0-21 in Overview.
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Appendix table 5-29. Relative citation ratios' for U.S. articles by field: 1973-82

Publication year of cited articles
Field 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982
World citations to U.S.:

All fields 1.39 1.41 1.41 1.40 1.42 1.41 1.41 1.43 1.38 1.37Clinical medicine 1.35 1.36 1.36 1.34 1.34 1.35 1.34 1.34 1.33 1.32Biomedicine 1.42 1.43 1.41 1.42 1.43 1.39 1.38 1.42 1.36 1.34Biology 1.08 1.12 1.11 1.11 1.16 1.15 1.16 1.17 1.15 1.12Chemistry 1.64 1.64 1.68 1.65 1.69 1.71 1.72 1.76 1.67 1.63Physics 1.54 1.53 1.53 1.55 1.56 1.50 1.56 1.54 1.49 1.50Earth and space sciences 1.37 1.38 1.44 1.36 1.39 1.39 1.45 1 46 1.43 1.49Engineering and technology 1.28 1.28 1.27 1.23 1.28 1.31 1.29 1.27 1.23 1.18Mathematics 1.24 1.23 1.22 1.20 1.27 1.32 1.24 1.25 1.25 1.23
Non-U.S. citations to U.S.:

All fields 1 04 1.03 1.02 1.01 1.00 0.98 0.97 0.96 0.88 0.83Clinical medicine 1.03 1.02 1.02 1.00 0.99 0.98 0.95 0.93 0.89 0.83Biomedicine 1.10 1.08 1.07 1.07 1.06 1.00 0.99 1.00 0.92 0.87Biology 0.71 0.71 0.69 0.68 0.69 0.66 0.66 0.65 0.61 0.53Chemistry 1.21 1.16 1.18 1.13 1.14 1.14 1.09 1.11 0.93 0.92Physics 1.21 1.18 1.17 1.17 1.16 1.08 1.12 1.07 1.00 0.97Earth and space sciences 1.06 1 06 1.10 1.03 1.04 1.05 1.07 1.05 0.97 0.99Engineering and technology 0.92 0.86 0.84 0.80 0.80 0.83 0.79 0.73 0.67 0.55Mathematics 0.91 0.90 0.86 0.81 0.85 0.88 0.80 0.77 0.70 0.68
U.S. citations to U.S.:

All fields 1.85 1.88 1.90 1.90 1.93 1.95 1.96 2.01 1.99 2.02Clinical medicine 1.70 1.72 1.72 1.72 1.73 1.75 1.74 1.77 1.80 1.84Biomedicine 1.78 1.82 1.80 1.82 1.83 1.82 1.79 1.85 1.81 1.81Biology 1.55 1.62 1.63 1.64 1.72 1.75 1.73 1.78 1.80 1.79Chemistry 2.62 2.75 2.80 2.82 2.91 2.97 3.01 3.10 3.08 3.11Physics 2.08 2.09 2.14 2.20 2.23 2.19 2.28 2.28 2.27 2.33Earth and space sciences 1.63 1.64 1.74 1.64 1.68 1.68 1.76 1.79 1.77 1.84Engineering and technology 1.77 1.79 1.83 1.77 1.84 1.90 1.87 1.92 1.87 1.88Mathematics 1.58 1.60 1.63 1.68 1.77 1.84 1.79 1.86 1.94 1.94

Note: Based on the articles. notes and reviews in over 2,100 of the influential journals carried on the 1973 Science Citation Index Corporate Tapes of the Institute forScientific Information For the size of this data base, and the subfields included in the fields, see appendix table 5-27.
The share of citations made to I ; S. publications in a held during a particule year. divided by the U S share of publications in that year and field. A citation ratio of 1.00reflects no over- or underciting of the U.S. scientific and technical literature, whereas a higher ratio indicates a greater influence, impact or utility than would have beenexpected from the number of U.S articles for that year For example, the U S chemistry literature for .973 received 64 percent more citations than expected from theworld's chemistry articles.

SOURCE: Computer Horizons. Inc Science Indicators Literature Data Base. Series 5 (tabulations prepared for the National Science Foundation. January 1987)
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Appendix table 5-30. International collaboration in Deep Sea Drilling Project
research areas

Collaboration
Rate'

All earth and space sciences. 19822 30

1983 selected research areas :'
Deep sea drilling project results: Hydrothermal Mounds of the Galapagos

Rift and Other Spreading Centers 41

Basin Evolution and Tectonic History of the Mesozoic Atlantic and Tethys

from DeepSea Drilling Poject data 64

Eocene, Oligocene. and Miocene Stratigraphy and Paleoceanography
Evidenced by Foraminiferal Faunas Recovered by the DeepSea Drilling

Project 58

Seismic Studies of Crustal Structure and DeepSea Drilling Project Data
from the Atlantic Ocean and Costa Rica Rift 40

Cenozoic Stratigraphy of the Atlantic. Pacific. and Indian Oceans Based

on the Calcareous Nannotossils Recovered by the Deep-Sea Drilling

Project 58

1985 selected research areas:'
DeepSea Drilling Evidence of Evolution. Paleoenvironmental and

Catastrophic Extinction 39

Oxyren and Carbon Isotopes in Sediments from DeepSea Drilling
Sediments 40

Late Cenozoic Magnetostratigraphy and Biostratigraphy from DeepSea

Drilling Sediments 55

Quaternary Biostratigraphy and Climate History from Deep-Sea Drilling

Sediments 35

Cenozoic Climates, Stratigraphy and Paleoceanography from DeepSea
Drilling Project Sites in the Atlantic and Pacific Oceans 33

r The percentage of multiauthor U.S. articles which have at least one author with a non- U.S address

Based on over 3500 influential puma's carried on the 1981 Science Citation Index Corporate Tapes of the

Institute for Scientific Information.
3 Identified through cocitation clustering. Analysis provided by the Institute for Scientific Information

SOURCE: Institute for Scientific Information. special tabulations prepared for the National ScienceFoundation.

Computer Horizons. Inc.. Science Indicators Literature Data Base. Series 6 (tabulations prepared for the

National Science Foundation. January 1987)
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Appendix table 5-31. Doctoral scientists and engineers leaving research for
new activities: 1973/75 to 1983/85

Moved from research to:
Year Development R&D management Teaching

Scientists:

Percent

1973.75 2.2 6.8 12.2
1975.77 2.4 7.8 9.7
1977-79 2.4 12.5 11.0
1979.81 1.6 4.3 10.7
1981.83 3.1 5.8 8.7
1983.85 2.9 5.5 7.6

Engineers:
1973.75 13.5 13.4 7.5
1975-77 13.7 13.3 7.4
1977-79 9.4 25.4 10.3
1979.81 11.7 6.2 9.5
1981.83 11.4 14.9 9.6
1983.85 11.2 8.0 5.5

Note: Data includes those who listed basic or applied research a, their primary work activity for the earlier years
SOURCE: National Academy of Sciences. Doctorate Record File. special tabulation for the National Science
Foundation.

'21 t-,
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Appendix table 6-1. Industry performance and funding of research and
development, for selected countries: 1970-87

Year

West United United

France Germany Japan Kingdom States

R&D performed by industry
Millions national currency

1970 8.322 8.900 823.265 NA 18.067

1971 , . ....... , 9.336 10.521 895.020 NA 18.320

1972 . 10.570 11.170 1.044.928 831 19.552

1973 . 11.524 11.761 1.301.927 NP. 21.249

1974 13.531 12.733 1.589.053 NA 22.887

1975 15.617 14,469 1.684.847 13.10 24.187

1976 ........ ..... 17,992 15.300 1.882.231 NA 26.997

1977 19,999 16.717 2.109.500 NA 29.825

1978 22.500 18.710 2.291.002 2.324 33.304

1979 26.260 23.120 2.664,913 NA 38.226

1980 30.788 NA 3.142.256 NA 44.505

1981 36.805 26.196 3.629.793 3.793 51.810

1982 43.351 NA 4.039.018 NA 57,995

1983 48,098 30,060 4,50,127 4,163 63.405

1984 54.000 NA 5.136.634 NA 71,471

1985 NA NA NA NA 78.181

1986 (Est.) NA NA NA NA 85.660

1987 (Est.) NA NA NA NA 90.700

R&D funded by Industry
Millions national currency

1970 5.465 7.419 792.970 453 10,444

1971 .. _ ..., 6.094 8.594 896.451 NA 10.822

1972 6.801 8.915 1.056,949 575 11.710

1973 7,578 9,357 1.319.172 NA 13.293

1974 8.770 10.095 1.626.151 NA 14.878

1975 10.235 11.514 1.715.734 823 15.820

1976 12.347 12,220 1,924.345 NA 17.694

1977 13.633 13.596 2.138.892 NA 19.629

1978 NA 14,980 2.330.556 1,552 22.450

1979 - 19.019 18.540 2.697.945 1.484 26.081

1980 22.269 NA 3.194,604 NA 30.911

1981 ....... , 25.562 21.860 3.726.055 2.529 35,944

1982 ...... 31.157 NA 4.160.607 NA 40.096

1983 35.525 25.144 4.678,482 2.869 43.514

1984 39.200 NA 5.278.564 NA 48.821

1985 43.850 29.841 6,125.416 3.757 52.569

1986 (Est.) NA NA NA NA 55.699

1987 (Est.) .. .. NA NA NA NA 58.770

Gross domestic expenditures on R&D
Millions national currency

1970 14,956 13.903 1.355.505 NA 26,134

1971 16.621 16.527 1.532.372 NA 26.676

1972 .. - ........ 18.277 18.212 1.791.879 1.350 28.477

1973 19.789 19.232 2.215.837 NA 30.718

1974 23.031 20.990 2.716.032 NA 32.864

1975 26.203 22.968 2.974.573 2.300 35.213

1976 29.774 24.150 3.320.288 NA 39.018

1977 33.185 25.733 3.651.319 NA 42 783

1978 37.671 28.900 4.045.864 3,680 48,129

1979 44.123 33.457 4.583.630 NA 54.933

1980 - _ ...... . 51.014 35,903 5,246.247 NA 62.593

1981 62.471 37.703 5.892.356 6,134 71.840

1982 71.836 41.300 6.528.701 NA 79.328

1983 84,671 42.512 7.160.781 6.820 87204

1984 96.198 44.200 7.893.931 NA 97.639

1985 105.917 49.000 8.890.299 8.150 107.642

1986 (Est.) 117.000 53.400 NA NA 116.793

1987 (Est.) . - .... NA NA NA NA 124.250

SOURCES United States National Science Foundann, National Patterns 01 Science and Technology Re
soutces 1987 (forthcoming), other countries OECD Science. Technology and Industry Indcaton., Div,scn

unpubfished data
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Appendix table 6-2. Expenditures for industrial R&D, by source of funds: 1960-87

Year

Current dollars Constant 1982 dollars'

Total Company'
Federal

Government' Total Company
Federal

Government'
Millions dollarsof

1960 ... 610,509 54.428 $6,081 533.955 S14,307 519,6481961 10,908 4.668 6.240 34.917 14,942 19.9741962 11,464 5.029 6.435 35.892 15,745 20.1471963 12,630 5,360 "270 38.981 16,543 22.4381964 . ........... 13,512 5.792 7.720 41,032 17.589 23.444
1965 ........ 14.183 6.445 7.740 41.992 19,079 22,9131966 15.548 7,216 8.332 44.474 20,641 23,8331967 16.385 8.020 8.365 45.590 22,315 23.2751968 . 17.429 8.869 8.560 46.194 23.506 22.6881969 .. 18.308 9.857 8.451 46.023 24.779 21,244
1970 18,067 10.288 7.779 42.986 24.478 18,5081971 18.320 16.854 7.666 4Lao 24 006 17,2741972 19.552 11,535 8.017 42.056 24,812 17.2451973 ....... 21,24.9 13.104 8.145 42.893 26.451 16.4411974 22.8E1 14.667 8.220 42.415 27.181 15,234
1975 24.187 15.682 8.605 40,781 26,272 14,5091976 - .......... 26.997 17,456 9.561 42.805 27.645 15.1591977 ......... 29,825 19.340 10.485 44.330 26,746 15,5841978 33.304 22.115 11.189 46.115 30.622 15.4931979 38.226 25,708 12.518 48.652 32.720 15.932
1980 ......... _ 44.505 30.476 14.029 51.919 35.553 16.3661981 .......... . 51.810 35,428 16.382 55.140 37.705 17.4351982 57.995 39.512 18.483 :7.995 39,512 18.4831983 . 63,403 42.861 20.542 61.047 41.268 19,7791984 ...........- 71.471 48.308 23,163 66.343 44.842 21,5011985 (Prel.) 78.181 51,696 26.485 70.326 46.502 23,8241986 (Est.) 85.660 54,724 30.936 75.107 47,982 27.1251987 (Est.) 90,700 57.700 33.000 76.956 48.956 27.999

' GNP implicit price deflators used to convert current dollars to constant 1982 dollars

Includes all sources other than the Federal Government

' Data include federally funded R&D centers administerco by industry
Note Detail may not add to totals because of rounding

SOURCES 1960.64' National Science Foundation. National Patterns of Science and Technology fk.sources 1981
Foundation. National Patterns of Science and Technology Resources 1984 (NSF 84.311). p 28 1985.87 National Sine
Studies, Industry Studies Group. unpublished data

Seo figures 6.2 and 0.28 in Overview

(NSF 81.311),p21, 1965.84 National Science
nce Friundat.on Division of Science Resources
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Appendix table 6-3. Expenditures for industrial R&D, by industry: 1960-1985

Industry 1960 1962 1964 1966 1968 1970 1972 1974 1975 1976 1978 1979 1980 1981 1982 1983 1984 1985

Millions of dollars

Total ..... . _ $10,509 $11,464 $13,512 $15.548 $17.429 $18.067 $19,552 $22,887 $24.187 $26.997 $33.304 S38,226 544.505 $51,810 $57.996 $63.403 $71471 $78.181

All high-technology manufacturing
industries , _ . 8.304 9,079 10.680 12,244 13.583 13.685 14,558 16.799 17.914 19.810 23,904 27.233 31.939 38.354 43.813 47.926 54.26? 59.666

Chemicals and allied products
(SIC 28) 980 1,175 1,284 1,407 1.589 1.773 1.932 2.450 2.727 3.017 3.580 4,038 4,636 5.625 6,659 7.293 8.028 8.667

Machinery (including
computers) (SIC 35) 949 914 1,015 1.217 1.483 1,729 2,158 2,985 3,196 3.487 4,283 4.825 5,901 6,818 7,835 8.386 9.667 10,870

Electrical equipment (SIC 36) . 2.532 2,639 2,972 3.626 4,083 4,220 4.680 5.011 5.105 5.636 6,507 7.824 9,175 10.329 11.642 13.950 15.694 17.080

Aircraft and missiles (SIC 372
3/6) 3,514 4.042 5.078 5.526 5.765 E.219 4,950 5.278 5.713 6,339 7.536 8.041 9,198 11.968 13.658 13.853 16.033 17,619

Professional and scientific
instruments (SIC 38) ... 329 309 331 468 663 744 838 1.075 1.173 1.331 1,998 2.505 3,029 3.614 4.019 4.444 4.840 5.430

All other manufacturing
1.
vii

industries ,,,,,,,,,,
Food, kindred, and tobacco

2.037 2,151 2.513 2.807 3.243 3.677 4.287 5.320 5.538 6.342 8.171 9.453 10,751 11.550 12.178 13.288 14,624 15.664

products (SIC 20. 21) 104 121 144 164 184 230 259 298 335 355 472 528 620 719 780 876 1.001 1,042

Textiles and apparel (SIC 22.
23) .... , . ....... 38 28 32 51 58 58 61 69 70 82 89 101 115 124 130 144 139 150

Lumber, wood products, and
furniture (SIC 24. 25) - . 10 10 12 12 20 52 64 84 88 107 126 139 148 161 162 169 181 172

Paper and allied products (SIC
26) . ....... 56 65 77 117 144 178 189 237 249 313 387 445 495 570 626 747 802 859

Petroleum refining (SIC 29) ... 296 310 393 371 437 515 468 622 693 767 1.060 1,262 1,552 1.700 2.100 2.229 2,177 2,106

Rubber products (SIC 30) . 121 141 158 168 223 276 377 469 467 502 493 577 656 800 850 818 884 1.147

Stone. clay, and glass products
(SIC 32) 88 96 109 117 142 167 183 217 233 263 324 356 406 470 500 491 476 486

Primary metals (SIC 33) 177 171 195 232 251 275 277 358 443 506 560 634 728 878 1,000 1.115 715 730

Fabricated metal products (SIC
34) .. 145 146 148 154 183 207 253 313 324 358 384 455 550 624 568 604 716 624

Motor vehicles (SIC 371) . 884 999 1,182 1,344 1,499 1.591 1,954 2,389 2,340 2,778 3,879 4.509 4.955 4,806 4,807 5,337 6.090 7,058

Other manufacturing industries 118 64 63 77 102 128 202 264 296 311 397 447 526 698 655 758 1.443 1.290

Nonmanufacturing industries 168 234 319 497 603 705 707 768 735 845 1.229 1,540 1,815 1,906 2.005 2.189 2.585 2.851

(continued)
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Appendix table 6-3. (Continued)

Industry 1960 1962 1964 1966 1968 1970 1572 1974 1975 1976 1978 1979 1980 1981 1982 1983 1984 1985
Millions 1982 dollars'constant

Total S33.955 535.892 S41.032 S44 474 $46 194 542 986 $42,056 S12.415 $40,781 S42.805 S46.115 S48.652 S51.919 S55.140 S57.996 561,047 S66.343 570.326A9 high-technology manufacturing
industries , , 26.830 28.425 32.432 35 023 36,001 32.560 31 314 31 132 30.204 31.410 33.099 34.661 37.260 40.819 43.813 46.145 50.369 53.671Chemicals and allied products
(SIC 28) , 3.166 3,679 3.899 4 025 4.212 4.218 4.156 4,540 4.598 4.784 4.957 5.139 5.408 5.987 6.659 7,022 7.452 7.796Machinery (including
computers) (SIC 35) 3.066 2.562 3.082 3.481 3.931 4.114 4.642 5.532 5.389 5.529 5.930 6.141 6.884 7.256 7.835 8.074 8.973 9,778Electrical equipment (SIC 36) 8.181 8,262 9.025 10.372 10.822 10.040 10.067 9.287 8.607 8.936 9.010 9.958 10.703 10.993 11.642 13.432 14,568 15,364Aircraft and missiles (SIC 372.
376) , . 11.354 12.655 15.421 15.807 15.280 12.417 10.647 9.781 9.632 10.051 10 435 10.234 10.730 12.737 13.658 13.338 14.883 15.849Professional and scientific
instruments (SIC 38) 1,063 967 1.005 1,339 1.757 1.770 1.803 1.992 1.978 2.110 2.767 3,188 3.534 3.846 4.019 4,279 4.493 4.884All other manufacturing
industries . 6.582 6.735 7.631 8.029 8.595 8.749 9.221 9.859 9.337 10.055 11,314 12 031 12.542 12.292 12.178 12.794 13.575 14.090Food, kindred, and tobacco
products (SIC 20. 21) 336 379 437 469 488 547 557 552 565 563 654 672 723 765 780 843 929 937Textiles and apparel (SIC 22,
23) 123 38 97 146 154 138 131 128 118 130 123 129 134 132 130 139 129 135Lumber. wood products, and
furniture (S1C 24. 25) 32 31 36 34 53 124 138 156 148 170 174 177 173 171 162 163 168 155Paper and :Axed products (SIC
26) 181 204 234 335 382 424 407 439 420 496 536 566 577 607 626 719 744 773Petroleum refining (SIC 29) 956 971 1.193 1.061 1.158 1.225 1.007 1.153 1.168 1.216 1.468 1.606 1,811 1,809 2.100 2.146 2.021 1,894Rubber products (SIC 30) 391 441 480 481 591 657 811 869 787 796 683 734 765 851 850 788 821 1.032Stone. clay, and glass products
(SIC 32) . 284 301 331 335 376 397 394 402 393 417 449 453 474 500 500 473 442 437Primary metals (SIC 33) 572 535 592 664 665 654 596 663 747 802 775 807 849 934 1,000 1,074 664 657Fabricated metal products (SIC
34) 468 457 449 441 485 493 :14 580 546 568 532 579 642 664 568 582 665 561Motor vehicles (SIC 371) 2.856 3.128 3.589 3.844 3.973 3.785 4,203 4.427 3.945 4,405 5.371 5.739 5.780 5.115 4.807 5.139 5.653 6.349Other manufacturing industries 381 200 191 220 270 305 435 489 499 493 550 569 614 743 655 730 1,339 1.160Nonmanufacturing industries 543 733 939 1.422 1.598 1.677 1,521 1.423 1,2:39 1,340 1.702 1.960 2.117 2.029 2.005 2.108 2.400 2,565

" GNP implicit price deflators used to convert current dollars to constant 1982 dollars

SOURCE National Science Foundation. Research and Development in Industry (annual series)
See figures 6.3 and 0.29 in Overview
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Appendix table 6-4. Total employment of R&D-performing companies, by industry: 1960-1985

Industry 1960 1962 1964 1966 1968 1970 1972 1974 1975 1976 1978 1979 1980 1981 1982 1983 1984 1985

Thousands

Total ..... . 11.634 11.404 11,561 13,383 14,425 14,443 14.090 14,085 13.455 14,088 14,897 15.549 17.276 17.210 15.596 15.229 15.605 15.229
All hightechnology manufacturing

industries 4.637 4,807 4.843 5,890 6,480 6.623 6.286 6.403 6.120 6.000 6.417 6,734 7,260 7,419 6.485 6.442 6,791 6,752
Chemicals and allied products

(SIC 28) 862 948 954 1.036 1.145 1.065 1.052 1.091 1.088 1,124 1.164 1.224 1,278 1.311 1.281 1,243 1.240 1.263
Machinery (including computers)

(SIC 35) 1.249 1.176 1.140 1.351 1.492 1,528 1,483 1,547 1,508 1,470 1,563 1.649 1,847 2.077 1,690 1.495 1.557 1,527
Electrical equipment (SIC 36,

48) 1.362 1.412 1,582 2.135 2.203 2.355 2,319 2,286 2,081 1,984 2,180 2,250 2.286 2,240 1,963 2.173 2.430 2,357
Aircraft and missiles (SIC 372,

376) 884 962 898 1,026 1,241 1,164 965 988 971 927 974 1,039 987 949 940 906 947 987
Professional and scientific

instruments (SIC 38) 280 309 269 342 399 511 467 491 472 495 536 572 862 842 611 625 617 618
All other manufacturing industries 5,762 5.735 5.832 6.446 6.726 7.254 7.258 7.110 6,745 7,265 7.566 7.884 8,120 7,762 7,168 6.878 7,097 6.893

Food, kindred, and tobacco
products (SIC 20, 21) 737 784 837 774 779 920 987 951 955 930 921 958 1.332 1,298 1291 1,195 1,346 1,312

Textiles and apparel
(51C22.23) 388 376 382 538 633 606 602 600 562 633 608 611 715 628 529 538 531 497

Lumber, wood products, and
furniture (SIC 24, 25) 117 99 112 157 201 244 258 254 254 302 335 336 290 296 279 273 288 290

Paper and allied products
(SIC 26) 361 402 406 448 473 631 652 592 568 527 523 528 537 522 518 504 507 487

Petroleum refining (SIC 29) . 526 506 578 617 627 554 530 469 480 513 526 529 703 716 672 622 618 566
Rubber products (SIC 30) 267 283 309 341 355 381 368 376 343 439 439 445 393 363 360 399 430 406
Stone, clay, and glass products

(SIC 32) na 330 335 363 392 361 348 345 333 404 401 420 434 405 356 342 349 342
Primary metals (SIC 33) 1,036 1,022 1,016 1,124 1,110 1,090 1,049 1,072 1.010 1,056 1,097 1.118 1,068 1,018 880 758 714 673
Fabricated metal products

(SIC 34) 407 455 422 476 514 689 687 707 677 601 643 669 570 551 499 449 471 436
Motor vehicles and other

transportation equipment (SIC
371, 373-5, 379) 1.146 1.080 1.149 1.264 1,292 1.350 1.308 1,279 1,120 1,283 1.434 1,472 1.381 1232 1,093 1.111 1,203 1.218

Other manufacturing industries
(SIC 27, 31, 39) 777 398 286 344 350 428 469 465 443 577 639 798 697 733 691 687 640 667

Nonmanufactunng industries .. 1,235 862 886 1,048 1,219 566 546 572 602 824 914 931 1.898 2,028 1,945 1,908 1,841 1,782

SOURCE. National Science Foundation, Research and Development in Industry (annual series)

See figure 6-4 Science & Engineering Indicators-1987

3 2 iJ



Appendix table 6-5. Federal funding of industrial R&D, for selected
industries: 1980-85

Industry 1980 1983 1984 1985

Millions dollarsof
Total $14.029 $20,542 $23,163 $26,485

Chemicals and allied products (SIC 28) 372 448 232 316
Industrial chemicals (SIC 281-2, 286) 341 440 223 298

Petroleum refining (SIC 29) 151 NA NA NA
Primary metals (SIC 33) 135 392 NA NA

Ferrous metals and products (SIC 331-2,
3398-99) 105 NA NA NA

Nonferrous metals and products
(SIC 333.6) 30 NA 32 41

Fabricated metal products (SIC 34) 49 62 61 42
Machinery (including computers) (SIC 35) 647 1,131 1,216 1,536
Electrical equipment (SIC 36) 3,744 5,286 5,956 6,887

Radio and TV receiving equipment
(SIC 365) 210 NA NA NA

Communication equipment (SIC 366) 1,657 2,572 3.114 3,606
Electronic components (SIC 367) 382 346 452 520
Other electrical equipment

(SIC 361-4, 369) 1,495 NA NA NA
Motor vehicles and motor vehicle equipment

(SIC 371) 655 566 677 978
Aircraft and missiles (SIC 372, 376) 6,628 10,405 12,228 13,421
Professional and scientific instruments

(SIC 38) 573 639 660 707
Scientific and mechanical measuring

instruments (SIC 381-2) 350 NA NA NA
Optical, surgical, photographic, and other

instruments (SIC 383-7) 223 NA NA NA
Nonmanufacturing industries 779 1,022 1,224 NA

Millions of constant 1982' dollars- -
Total $16,366 $19,779 $21,E01 $23,824

Chemicals and allied products (SIC 28) 434 431 215 284
Industrial chemicals (SIC 281-2, 286) 398 424 207 268

Petroleum refining (SIC 29) 176 NA NA NA
Primary metals (SIC 33) 157 377 NA NA

Ferrous metals and products
(SIC 331-2, 3398.99) 122 NA NA NA

Nonferrous metals and products
(SIC 333.6) 35 NA 30 37

Fabricated metal products (SIC 34) 57 60 57 38
Machinery (including computers) (SIC 35) 755 1,089 1,129 1,382
Electrical equipment (SIC 36) 4,368 5,090 5,529 6,195

Radio and TV receiving equipment
(SIC 365) 245 NA NA NA

Communication equipment (SIC 366) 1,933 2,476 2,891 3,244
Electronic components (SIC 367) 446 333 420 468
Other electrical equipment

(SIC 361-4, 369) 1,744 NA NA NA
Motor vehicles and motor vehicle equipment

(SIC 371) 764 545 628 880
Aircraft and missiles (SIC 372, 376) 7,732 10,018 11,351 12,073
Professional and scientific instruments

(SIC 38) 668 615 613 636
Scientific and mechanical measuring
instruments (SIC 381.2) 408 NA NA NA
Optical, surgical, photographic, and other

instruments (SIC 383-7) 260 NA NA NA
Nonmanufacturing industries 909 984 1,136 NA

' GNP implicit price deflator used to convert current dollars to constant dollars.

SOURCE: National Science Foundation. Research and Development in Industry (annual series)
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Appendix table 6-6. Company funds for research and development by industry: 1970-87

1970 1972 1974 1976 1978 1980 1981 1982 1983 1984 1985 1986' 1987'

Millions of dollars

Total $10.283 $11,535 $14,667 $17,436 $22,115 $30,476 $35.428 $39,512 $42.861 $48308 $51.696 $54,724 $59,500

Ail high-technology manufacturing industries 6,833 7,468 9,599 11.373 14383 19,975 24.156 27,529 30.016 33,971 36.802 39,363 42,800

Chemicals and allied products (SIC 28) 1,593 1,741 2.236 2.751 3,250 4,264 5,205 6.226 6,845 7,797 8.352 9,190 9,600

Machinery (including computers) (SIC 35) 1,469 1.758 2,473 2.955 3,901 5,254 6,124 6.977 7.254 8,452 9,334 10.200 10,800

Electrical equipment (SIC 36) 2,008 2,313 2.704 3,081 3.741 5.431 6,409 7.048 8.664 9,738 10,194 10,222 12.500

Aircraft and missiles (SIC 372, 376) 1,213 978 1.278 1,418 1,823 2.570 3.440 3.882 3.448 3,804 4,198 4,751 4,600

Professional and scientific instruments
(SIC 38) 550 678 908 1,168 1,668 2.456 2,978 3,396 3,805 4,180 4,724 5,000 5.300

All other manufacturing industries 3,225 3,790 4,763 5,592 7,030 9.464 10,224 10.882 11,678 12,967 NA NA NA

Food. kindred, and tobacco products
(SIC 20, 21) 222 258 297 NA NA NA 636 762 766 1.001 1,042 NA NA

Textiles and apparel (SIC 22. 23) NA 61 NA NA NA NA 116 124 125 139 150 NA NA

Lumber, wood products, and furniture
(SIC 24, 25) 52 NA NA 106 126 148 161 162 169 181 172 NA NA

Paper and allied products (SIC 26) NA NA NA NA NA 495 566 626 674 802 859 NA NA

Petroleum refining (SIC 29) 493 454 603 715 939 1,401 1,780 1.981 2.030 2,177 2.106 NA NA

Rubber products (SIC 30) 205 255 NA NA NA NA 598 665 743 884 834 NA NA

Stone, clay, and glass products (SIC 32) 156 168 NA NA NA 363 411 414 451 476 486 NA NA

Primary metals (SIC 33) 265 264 350 481 497 594 702 721 722 715 730 NA NA

Fabricated metal products (SIC 34) 201 243 299 322 345 501 545 510 542 654 582 NA NA

Motor vehicles and other transportation
equipment (SIC 371. 373.5, 379) 1.278 1,690 2,141 2.395 3.381 4,388 4,299 4,425 4,931 5,565 6,218 6,600 6,600

Other manufacturing industries NA NA NA 212 266 339 410 492 525 373 NA NA NA

Nonmanufacturing industries 225 277 305 471 702 1,037 1,048 1,101 1.167 1.370 1.366 NA NA

3 2 :,..
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Appendix table 6-6. (Continued)

1970 1972 1974 1976 1978 1980 1981 1982 1983 1984 1985 1986' 1987'
Millions of constant 1982 dollars'

Total $24,466 $24.812 $27.181 $27.645 $32.870 $35.553 $37,705 $39,512 $41,268 $44.842 $46,502 $47.982 $50.484All high-technology manufacturing industries 16,257 16.064 17,789 18,032 21,378 23,303 25,709 27,529 28,900 31,533 33,104 34,514 36.314Chemicals and allied products (SIC 28) 3,790 3.745 4,144 4.362 4,831 4,974 5.540 6.226 6,591 7.238 7 513 8,058 8,145Machinery (including computers) (SIC 35) 3.495 3.781 4,583 4.685 5,798 6.129 6,518 6.977 6.984 7.846 8.396 8,943 9,163Electrical equipment (SIC 36) 4.778 4.975 5,011 4,885 5.560 6.336 6.821 7.048 8.342 9.039 9.170 8.963 10,606Aircraft and missiles (SIC 372, 376) 2.886 2,104 2,368 2,248 2.710 2.998 3,661 3.882 3.320 3.531 3.776 4.166 3.903Professional and scientific instruments
(SIC 38) 1.309 1.458 1,683 1.852 2.479 2.865 3,169 3.396 3.664 3,880 4.249 4.384 4,497All other manufacturing industries 7,673 8,152 8.827 8.866 10.449 11.041 10.881 10.882 11.244 12,037 NA NA NAFood. kindred, and tobacco products
(SIC 20. 21) 528 555 550 NA NA NA 677 762 738 929 937 NA NA

w
Textiles and apparel (SIC 22. 23)
Lumber, wood products. and furniture

NA 131 NA NA NA NA 123 124 120 129 135 NA NA
0 (SIC 24, 26) 124 NA NA 168 187 173 171 162 163 168 155 NA NAPaper and allied products (SIC 26) NA NA NA NA NA 577 602 626 649 744 773 NA NAPetroleum refining (SIC 29) .... ........ 1,173 977 1,117 1,134 1,396 1.634 1.894 1.981 1,955 2.021 1.894 NA NARubber products (SIC 30) 488 549 NA NA NA NA 636 665 715 821 750 NA NAStone, clay, and glass products (SIC 32) 371 361 NA NA NA 423 437 414 434 442 437 NA NAPrimary metals (SIC 33) 631 568 649 763 739 693 747 721 695 664 657 NA NAFabricated metal products (SIC 34) 478 523 554 511 517 584 580 510 522 607 524 NA NAMotor vehicles and other transportation

equipment (SIC 371, 373-5. 379) 3,041 3.635 3.968 3.797 5,025 5,119 4,575 4,425 4,748 5,166 5,593 5.787 5.600Other manufacturing industries NA NA NA 336 395 395 436 492 505 346 NA NA NANonmanufacturing industries 535 596 565 747 1.043 1,210 1.115 1.101 1,124 1.272 1.229 NA NA
' Estimated
2 GNP implicit price deflators used to convert current dollars to constant 1982 dollars
Note: Detail may not add to totals because of rounding

SOURCE: National Science Foundation: Research and Development in Industry (annual series)

Science & Engineering Indicators-1987
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Appendix table 6-7. Share of R&D funding provided by the Federal

Government in selected industries: 1980-85

Industry 1980 1983 1984 1985

Percent

Total 31.5 32.4 32.4 33,9

Chemicals and allied products (SIC 28) 8.0 6.1 2.9 3.6

Petroleum refining (SIC 29) 9.7 NA NA NA

Primary metals (SIC 33) 18.5 35.2 NA NA

Fabricated metal products (SIC 34) 8.9 10.3 8.5 6.7

Machinery (including computers) (SIC 35) 11.0 13.5 12.6 14.1

Electrical equipment (SIC 36) 40.8 37.9 38.0 40.3

Aircraft and missiles (SIC 372, 376) 72.0 75.1 76.3 76.2

Professional and scientific instruments (SIC 38) 18.9 14.4 13.6 13.0

Nonmanufacturing industries 42.9 46.7 47.9 NA

Note, NA Not Awilable,

SOUFICE See appendix tables 6.5.6.6 Science & Engineering Indicators-1987
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Appendix table 6-8. U.S. patents granted, by nationality of inventor: 1970-86
By date of grant

Inventors from:
By date of application

Inventors from.
AU U.S. United All other West United Other Alt U.S. United AU other West United Otherpatents States countries Japan Germany Kingdom France countries patents Stales countries Japan Germany Kingdom France countries

1970.. 64.429 47.077 17.352 2.625 4.435 2.954 1.731 5.607 65,944 45,852 20.092 4.370 5.029 2.7261971 , 78.317 55.984 22.333 4.029 5.522 3.464 2,214 7,104 66.368 45,591 20.777 4.756 4,997 2.5801972 , . .... 74,551 51.349 23.202 5.129 5.709 3.149 2.219 6,996 63,372 42.446 20.926 4.588 5.048 2.6681973 .... 74.143 51,500 22.643 4.939 5.587 2.855 2.144 7.118 66.308 42,752 23.556 5.866 5.746 2.7821974 . 76.278 50.641 25,637 5.892 6.153 3.146 2.569 7.877 66.407 41,853 24,554 6.327 5.856 2.884
1975 . 72.000 46.715 25.285 6,352 6,036 3,043 2.367 7.487 65.846 42.226 23,620 6,074 5.460 2.6681976 - . 70.226 44.280 25.9.16 6.543 6.180 2.995 2.408 7.820 65.762 41.611 24.151 6,577 5.571 2.6181977 .... , . 65.269 41.485 23.784 6.217 5,537 2.654 2,108 7.268 65.916 40.801 25,115 7.077 5.965 2.6331978 67.002 42.154 24,848 6.911 5.850 2.722 2.119 7.246 65.524 39.590 25.934 7.473 6.186 2.5181979 48.854 30.079 18.775 5.251 4.527 1.910 5.604 5,483 65.577 38.901 26.676 8.405 6.131 2.489
1980 . . _ . 61.819 37,356 24.463 7,121 5.747 2.406 2.088 7,098 66,119 38,688 27,431 9,527 6.162 2,3591981 65,771 39.223 26.548 8.388 6.252 2.475 2.181 7.252 62.906 36.169 26.737 9.918 5,990 2.1641982' . 57.888 33.896 23.992 8,149 5,408 2,134 1.972 6,329 64,800 36,700 28,100 11.400 6.000 2.2001983' 56.860 32.871 23.989 8,793 5.423 1.931 1.895 5.947 61.300 34.400 26.900 11,300 5.400 2.1001984' 6/.200 38.365 28.835 11.110 6.255 2.271 2.162 7.037 65.900 35.800 30.008 13.100 5,900 2.300
1985' 71.661 39,554 32.107 12.746 6.665 2,495 2.400 7.801 69.300 37.000 32.300 15,200 6,300 2.4001986' .. 70.860 38.124 32,736 13.209 6,803 9.409 2.369 7,946 72,500 39.000 33,500 16.700 6.600 2.400

1.854 6,113
2.022 6.422
2.113 6.509
2,214 6.948
2.225 7.262

2.151 7,267
2.127 7.258
2.098 7.342
2.271 7.486
2.220 7.431

2,289 7.094
2.052 6.613
2.100 6,400
2.000 6.100
2.200 6.500

2.300 6,200
2.500 5,200

' Data by date of application are estimated

SOURCES. U S. Department of Commerce. If S Patent and Trademark Office. Office of Technology Assessment and Forecast (OTAF). Special Report. A ProfileoI IJ S Patent Activity
(1978):OTAE Indicators ol Patent Output ol U S Industry, 1 963-791.1une.1980).0TAFIndicators olPaten1 Output al U S Industry, 1963.81 (June 1982):OTAF,Patenting Tiendsin theUnited States, 1963.85 (May. 1986): U S Department of Commerce Patent and Trademark Olt.ce. Patenting Trends in the United States. 1963.86 (June. 1987). U S Department ofCommerce. Patent and Trademark Office. unpublished data

See figures 6.5. 6-7. and 0.22 in Overview
Science & Engineermg Indicators-1987



Appendix table 6-9. U.S. patents granted to U.S. inventors, by type of owner: 1970-86

Year

By date of application By date of grant

All
patents

U.S.
corp

U.S.
Gov't

U.S.
individual' Foreignl

All
patents

U.S.
corp.

U.S.
Go

U.S.
individual' Foreign'

1970 45.852 33,104 1,624 10,869 255 47,077 34.978 1,760 10,096 243

1971 45,584 32,627 1,595 11,105 257 55.984 40,925 2,131 12,584 344

1972 42,446 30,578 1.513 10,151 204 51,524 37,960 1,759 11,569 235

1973 42,752 30.573 1,391 10.602 186 51.500 36,853 2,069 12,348 230

1974 41,853 30.167 1,578 9,896 212 50,641 36,119 1,715 12,552 255

1975 42,226 30,338 1,500 10,232 156 46,715 33,429 1,888 11.184 214

1976 41,611 29,128 1,347 10,941 195 44,280 32,174 1.813 10,083 210

1977 40,801 28,500 1,178 10,898 225 41.485 29,566 1,484 10,249 186

1978 39,590 27,704 1,201 10,456 229 41,254 29,421 1,233 10,399 201

1979 38,901 27,285 1,086 10,269 261 30,079 21,145 961 7,804 169

1980 38,688 27,484 1,133 9,798 273 37,356 25,967 1,232 9,940 217

1981 36,169 26,360 1,146 8,414 249 39.223 27,623 L117 10,241 242

19823 36,700 26,700 1,200 8,500 300 33,896 24,085 1,003 8,539 269

19833 34,400 25.100 1,100 8,000 200 32,871 24,038 L043 7,562 228

19843 35,800 26,100 1,100 8,300 200 38,365 28,002 1,228 8,887 248

19853 37,000 27,000 1,200 8.600 300 39,554 28,944 1,124 9,243 243

19863 39,000 28.400 1,200 9.100 300 38,124 27,324 1,011 9,461 328

' Includes unassigned patents.

2 Comprises patents assigned to foreign corporations, governments, and individuals

3 Data by date of application are estimated.

Note: NA Not available.

SOURCES: Office of Technology Assessment and Forecast. U.S Patent and Trademark Office (OTAF;. Special Report A Profile of U S Patent Activity, 1978; OTAE

Indicators of Patent Output of U.S. Industry (1963-79), June 1980. OTAF. Indicators of Patent Output of U.S. Industry (1963-81), June 1982, and OTAF unpublished data

See figure 6.6.
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Appendix table 6-10. Shares of U.S. patents granted to inventors in various countries, by
product field: 1975 and 1986

Product fields

Patents
granted

to all
countries

Country and year of grant

United
States Japan

West
Germany

United
Kingdom France Canada Italy

Other
countries

1975

Percent
All technologies' 72,000 64.9 8.8 8.4 4.2 3.3 1.8 1.0 7.6Food and kindred products 701 70.3 7.7 4.1 5.7 1.7 0.4 0.3 9.7Textile mill products 475 61.7 9.9 11.8 6.1 3.2 0.8 0.4 6.1Chemicals, except drugs & medicines 10.806 58.5 9.8 11.8 4.6 3.7 1.1 1.6 8.9Drugs & medicines 1.067 54.8 12.4 10.0 4.7 6.4 1.8 1.8 8.2Petroleum & natural gas extraction &

refining 754 86.3 2.5 1.7 2.8 2.1 2.0 0.1 2.4Rubber & miscellaneous plastic
products 2,931 65.7 10.1 7.8 4.6 3.3 1.8 1.2 5.5Stone. clay, glass, & concrete products 1,375 65.0 8.0 6.8 7.1 3.1 1.4 0.8 7.9Primary metals 855 53.1 13.1 7.6 4.5 3.1 3.6 0.9 14.1Fabricated metal products 6,064 71.4 5.4 6.7 3.9 2.7 2.1 0.9 6.9Machinery, except electrical (excl. Off,
computing & accounting machines) 15,748 62.6 6.7 9.7 4.3 3.5 2.3 1.2 9.7Office, computing, & accounting
machines 1,465 64.8 12.8 7.8 3.5 2.9 1.0 1.2 5.9Electrical & electronic machinery, except
communication equipment 4,325 64.3 9.6 9.8 4.1 3.1 1.4 1.1 6.5Communication equipment & electronic
components 7,106 66.7 12.7 6.0 4.2 3.3 1.3 0.6 5.2Motor vehicles and other transportation
equipment, except aircraft 3,163 65.8 7.1 9.9 4.9 4.6 1.9 0.9 5.0Aircraft & parts 705 60.7 9.6 10.2 7.4 5.5 1.8 0.6 4.1Professional & scientific instruments 8,457 65.9 11.9 7.0 3.4 2.4 1.4 0.7 7.3

1986

PercentAll technologies' 70,860 53P 18.6 9.6 3.4 3.3 1.9 1.4 8.0Food and kindred products 454 62.6 11.2 6.4 2.9 3.1 3.1 1.1 9.7Textile mill products 461 52.1 16.9 12.6 3.7 3.0 1.3 0.7 9.8Chemicals, except drugs & medicines 7,804 53.8 15.2 12.6 3.9 3.8 1.2 1.8 7.7Drugs & medicines 1,411 48.6 16.2 10.8 6.1 4.7 3.5 2.6 7.6Petroleum & natural gas extraction &
refining 789 80.5 6.3 2.9 1.3 2.2 2.3 0.4 4.2Rubber & miscellaneous plastic
products 2,856 56.2 18.0 10.5 3.3 2.7 1.7 1.2 6.5Stone, clay, glass & concrete products 1,352 53.1 19.5 9.9 3.7 3.3 1.7 1.1 7.7Primary metals 720 43.1 22.8 9.4 4.4 3.1 3.9 1.0 12.4Fabricated metal products 5,739 58.9 11.9 9,6 3.3 3.4 2.7 0.9 9.2Machinery, except electrical (excl. Off.,
computing & accounting machines) 13,766 50.2 15.3 13.5 3.3 3.4 2.1 2.0 10.2Office, computing, & accounting
machines 2,462 46.5 32.6 5.9 2.0 1.7 0.9 1.5 8.9Electrical & electronic machinery, except
communication equipment 4,392 52.5 21.1 9.3 3.4 3.5 1.4 1.6 7.2Communication equipment & electronic
components 8,822 54.2 25.5 5.5 3.5 3.8 1.5 0.7 5.3Motor vehicles and other transportation
equipment, except aircraft 2,809 46.5 23.1 12.8 3.2 3./ 1.8 1.9 7.0Aircraft & parts 816 40.1 30.4 12.5 4.4 5.0 1.1 1.2 5.3Professional & scientific instruments 10,048 53.2 23.1 7.7 3.7 2.9 1.6 0.9 6.9

' The total number of patents reported under All technologies"
is somewhat greater than the sum of the patents allocated to different product groups. because somepatents are not allocated to product groups.

SOURCE: U.S. Department of Commerce. U.S Patent and Trademark Office. Patenting Trends in the United States. 1963-1986 (June. 1987). and unpublished data
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Appendix table 6-11. U.S. patents granted to inventors in various countries, for selected technologies: 1975, 1986

Technology group

Total United States Japan West Germany France United Kingdom Other

1975 1986 1975 1986 1975 1986 1975 1986 1975 1986 1975 1986 1975 1986

Patents granted

All technologies 72,000 70,860 46,715 38.124 6,352 13,209 6,036 6,803 2,367 2.369 3,043 2,409 7.487 7.946
Solar energy 148 432 116 288 6 84 10 18 9 4 3 3 4 35
Jet engines 658 422 437 252 26 37 57 38 31 20 50 23 57 52
Light wave communications 307 497 209 257 47 118 15 40 10 30 19 26 7 26
Light wave & multiplexed light

wave communications per se 42 103 31 58 7 18 1 10 2 6 1 6 0 5

Machine tools - metal working 1.121 1.178 724 598 87 200 116 162 27 24 39 37 128 157
Telecommunications 2,532 3.904 1,665 2.043 346 1,028 133 207 91 161 120 167 177 298
Internal combustion engines 1,019 1.213 547 342 170 532 138 170 41 33 53 49 70 87
Steel and iron 593 469 287 173 104 137 54 50 17 19 12 14 119 76

Laser light sources and
detectors 79 113 Al 57 11 40 5 7 4 3 7 3 2 3

Nuclear energy 409 528 288 296 13 58 32 52 22 62 19 17 35 43

Semiconductor devices &
manufacture 1,082 1.586 739 908 141 458 87 81 24 41 38 35 53 63

Light transmitting fiber, waveguide
or rod 201 310 140 160 31 64 9 25 4 25 12 17 5 19

General purpose programmable
digital computer systems 146 353 113 243 7 68 8 12 2 9 8 7 8 14

c.ao Robots 49 214 31 106 10 63 0 16 1 10 0 8 7 11
u, Genetic engineering 11 116 3 91 3 13 1 4 0 0 0 4 4 4

National shares (percent)

All technologies 64.88 53.80 8.82 18.64 8.38 9.60 3.29 3.34 4.23 3.40 10.40 11.21

Solar energy 78.38 66.67 4.05 19.44 6.76 4.17 6.08 0.93 2.03 0.69 2.70 8.10
Jet engines 66.41 59.72 3.95 8.77 8.66 9.00 4.71 4.74 7.60 5.45 8.66 12.32
Light wave communications 68.08 51.71 15.31 23.74 4.89 8.05 3.26 6.04 6.19 5.23 2.28 5.23
Light wave & multiplexed light

wave communications per se 73.81 56.31 16.67 17.48 2.38 9.71 4.76 5.83 2.38 5.83 0.00 4.85
Machine tools - metal working 64.59 50.76 7.76 16.98 10.35 13.75 2.41 2.04 3.48 3.14 11.42 13.33
Telecommunications 65.76 5233 12.07 26.33 5.25 5.30 3.59 4.12 4.74 4.28 6.99 7.63
Internal cc mbustion engines 53.68 28.19 16.68 43.86 13.54 14.01 4.02 2.72 5.20 4.04 6.87 7.17
Steel and hnn 48.40 36.89 17.54 29.21 9.11 10.66 2.87 4.05 2.02 2.99 20.07 16.20
Laser light sources and

detectors 63.29 50.44 13.92 35.40 6.33 6.19 5.06 2.65 8.86 2.65 2.53 2.65
Nuclear energy 70 42 56.06 3.18 10.98 7.82 9.85 5.38 11.74 4.65 3.22 8.56 8.14
Semiconductor devices &

manufacture 68.30 57.25 13.03 28.88 8.04 5.11 2.22 2.59 3.51 2.21 4.90 3.97
Light transmitting fiber, waveguide

or rod 69.65 51.61 15.42 20.65 4.48 8.06 1.99 8.06 5.97 5.48 2.49 6.13
General purpose programmable

digital computer systems 77.40 68.84 4.79 19.26 5.48 3.40 1.37 2.55 5.48 1.98 5.48 3.97
Robots 63.27 49.53 20.41 29.44 0.00 7.48 2.04 4.67 0.00 3.74 14.29 5.14

Genetic engineering 27.27 78.45 27.27 11.21 9.09 3.45 0.00 0.00 0.00 3.45 36.36 3.45

SOURCE: U.S. Department of Commerce, Patent and Trademark Office, unpublished data
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Appendix table 6-12. Success rates of patent applications to U.S. Patent and Trademark Office,
by applying country: 1975. 1981

United United West
Year of application States Japan Netherlands Kingdom Germany Canada Sweden France Switzerland Italy

Percent
1975 65.5 70.9 65.3 58.4 66.1 53.2 65.7 70.6 65.2 60.51981 58.0 70.8 61.0 50.4 60.4 51,9 56.9 63.4 61.2 51.2

SOURCE: U.S. Department of Commerce. Patent and Trademark Office. unpublished data
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Appendix table 6-13. U.S. employment, by size of firm, 1975-84

Firm size (number of employees)

Less than
20 20-99 100.499

Total small
business 500.999

Greater
than 1000

Total large
business

Total
employment

Thousands
1975 16.393 16,272 13,713 46,378 4,872 9,315 14,187 60,5651976 16,821 17,099 14,434 48,354 5,053 9,241 14,294 62,648i977 17,605 17,815 14,956 50,376 5,157 9,443 14,600 64,9761978 18,723 19,612 16,327 54,662 5,537 10,090 15,627 70,2891979 19,406 20,992 17,527 57,925 5,780 10,976 16,756 74,6811980 19,423 21,168 17,840 58.431 5,689 10,716 16,405 74,8361981 19,515 21,231 17,977 58,723 5,497 10,630 16,127 74,8501982 19,898 21,143 17,444 58,485 5.436 10,376 15,812 74.2971983 20,136 20,806 16,794 57.736 5,186 10,050 15,236 72,9721984 21.171 22.449 18,348 61,968 5,614 10,413 16,027 77,995

Average annual growth
Percent

1975.80 3.45 5.40 5.40 4.73 3.15 2.84 0.03 4.321980.84 2.18 1.48 0.70 1.48 -0.33 -0.71 -0.58 1.041975.84 2.88 3.64 3.29 3.27 1.59 1.25 1.36 2.85

SOURCE: U.S. Bureau of the Census. Statistical Abstract of the United States. 1987, Washington. DC (1986). p. 507
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Appendix table 6-14. Venture capital' resources, commitments and
disbursements: 1978-86

Year

Net new private Disbursements excluding
capital committed Total pool of SBIC straight debt
to venture capital capital under lending' and leveraged

firms2 management buyout financing

Millions of dollars
1978 600 3,500 332
1979 300 3,800 6651980 ....... 700 4,500 799
1981 1,300 5,800 1,171
1982 1,800 7,600 1,566
1983 4,500 12,100 2,457
1984 4,200 16,300 2,651
1985 3,300 19,600 2,272
1986 4,500 24,100 2,392

' Data describe resources of venture capital firms reporting to Venture Economics. Inc, In 1984.85, the Venture
Economics database covered about 600 U.S. venture capital firms.

2 Total new private capital less capital withdrawals.

' Debt financing by licensed Small Business Investment Corporations

SOURCE: Venture Economics. Inc., special tabulations prepared for the National Science Foundation
See figure 6.8. Science & Engineering Indicators-1987
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Appendix table 6-15. Venture capital investments, by industry: 1984-86

Early stage investment' Later stage investment

Industry 1984 1985 1986 1984 1.35 1986

Millions of dollars

Total 1,027.6 684.4 928.3 1.389.8 1.344.7 1.292.5

Commercial communications. telephone & data
communications 159.0 110.6 127.7 217.0 208.3 242.8

Computers & computer related 387.3 224.0 254.3 680.4 530.7 428.8

Electronic components & other electronics ...... 174.9 110.1 141.1 151.1 214.7 169.2

Biotechnology 20.2 18.8 40.2 42.6 54.9 76.8

Other medical/health 132.3 102.1 177.1 108.5 119.2 122.8

Chemicals & materials 14.1 14.5 9.6 5.9 5.3 1.2

Industrial automation 31.4 23.0 12.2 42.7 58.9 35.0

Industrial equipment & machinery 6.4 0.9 6.1 21.5 23.1 14.4

Energy 4.6 6.8 0.3 20.4 15.9 14.1

Consumer 34.7 30.5 82.2 67.0 78.1 116.5

Other 62.7 43.1 77.5 32.7 35.6 70.9

Distribution by industry
Percent

Total 100.0 100.0 100.0 100.0 100.0 100.0

Commercial communications. telephone & data
communications 15.5 16.2 13.8 15.6 15.5 18.8

Computers & computer related 37.7 32.7 27.4 49.0 39.5 33.2

Electronic components & other electronics 17.0 16.1 15.2 10.9 16.0 13.1

Biotechnology 2.0 2.7 4.3 3.1 4.1 5.9

Other medical/health 12.9 14.9 19.1 7.8 8.9 9.5

Chemicals & materials 1.4 2.1 1.0 0.4 0.4 0.1

Industrial automation 3.1 3.4 1.3 3.1 4.4 2.7

Industrial equipment & machinery 0.6 0.1 0.7 1.5 1.7 1.1

Energy 0.4 1.0 0.0 1.5 1.2 1.1

Consumer 3.4 4.5 8.9 4.8 5.8 9.0

Other 6.1 6.3 8.3 2.4 2.6 5.5

Early.stage investment includes capital to develop prototypes. begin production. and ,nitlate marketing Research and development partnerships to launch new

businesses are included.

laterstage investment provides capital for the expansion of firms which are already producing and mart trig products. It includesbridge financing for firms which are

going public. as well as research and development partnerships which fund new product development by established firms.

SOURCE: venture Economics. Inc.. special tabulations prepared for the National Science Foundation
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Appendix table 6-16. Venture-backed initial public offerings by small firms:
1984-86

Industry 1984 1985 1986

Millions dollarsof
Total 477.6 344.9 1443.8

Commercial communications, telephone & data
communications 46.5 66.2 66.3

Computers & computer related 257.9 131.7 376.1
Electronic components & other electronics 61.6 0.0 117.1
Biotechnology 12.7 0.0 269.5
Other medical/health 15.0 27.9 136.4
Industrial automation 9.6 15.2 0.0
industrial equipment & machinery 8.0 34.2 23.5
Consumer 60.3 54.4 185.5
Other 6.0 15.3 269.5

Distribution by industry
Percent

Total 100.0 100.0 100.0

Commercial communications, telephone & data
communications 9.7 19.2 4.6

Computers & computer related 54.0 38.2 26.0
Electronic components & other electronics 12.9 0.0 8.1
Biotechnology 2.6 0.0 18.7
Other medical/health 3.1 8.1 9.4
Industrial automation 2.0 4.4 0.0
Industrial equipment & machinery 1.7 9.9 1.6
Consumer 12.6 15.8 12.8
Other 1.3 4.4 18.7

SOURCE: Venture Economics. Inc, special tabulations prepared for the National Science Foundation
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Appendix table 6-17. Number of small' firms active in selected biotechnology product groups in 1986

252 28 41 9 2

28 28 4 0 0

41 4 41 2 0

9 0 2 9 0

2 0 0 0 2

67 3 6 0 0
22 1 2 4 0

68 6 3 0 0

31 4 3 0 0

32 0 4 1 0

5 0 0 0 0

9 0 2 1 0

16 0 2 0 0

7 0 1 0 0

2 0 0 0 0

1 0 0 0 0
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Number firms

67 22

of
68 31 32 5 9 16 7 2 1

3 1 6 4 0 0 0 0 0 0 0

6 2 3 3 4 0 2 2 1 0 0

0 4 0 0 1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

67 4 8 1 3 1 1 0 2 0 0

4 22 7 3 4 0 3 0 2 0 0

8 7 68 11 3 0 3 1 1 0 1

1 3 11 31 1 1 3 0 0 0 0

3 4 3 1 32 2 2 1 2 1 0

1 0 0 1 2 5 0 0 0 0 0

1 3 3 3 2 0 9 0 1 0 0

0 0 1 0 1 0 0 16 0 0 0

2 2 1 0 2 0 1 0 7 0 0

0 0 0 0 1 0 0 0 0 2 0

0 0 1 0 0 0 0 0 0 1

Note: The table shows the number of firms active in each product group, broken down by the other product groups inwhich the firms are active It Is thus a symmetric

matrix, with the diagonal representing the total number of firms in each product group

Firms with less than 1.000 employees

SOURCE: Derived from the CorpTech data base. Corporate Technology Information Services, Inc , Wellesley Hills, MA
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Appendix table 6-18. Small' firms active in
selected biotechnology product groups in 1986,

by type of ownership

Product groups Total
Publicly

held
Privately

held

Number of firms- -
All biotechnology 252 58 194

Animal biotechnology 28 5 23
Cell cultures 41 8 33
Catalysts 9 2 7
Bioelectronics 2 0 2
Biotechnology equipment 67 14 53

Enzymes 22 5 17
Genetic engineering 68 20 48
Immunology 31 12 19
Biomassibiochemica's 32 8 24
Biomaterials 5 0 5

Proteins 9 1 8
Plant biotechnology .... 16 4 12
Bioprocessing 7 1 q
Biological testing 2 1

Other biotechnology 1 1 0

Percent
All biotechnology 100.0 23.0 77.0

Animal biotechnology 100.0 17.9 82.1
Cell cultures 100.0 19.5 80.5
Catalysts 100.0 22.2 77.8
Bioelectronics 100.0 0.0 100.0
Biotechnology equipment 100.0 20.9 79.1

Enzymes 100.0 22.1 77.3
Genetic engineering 100.0 29.4 70.6
Immunology 100.0 38.7 61.3
Biomass/biochemicals 100.0 25.0 75.0
Biomaterials 100.0 0.0 100.0

Proteins 100.0 11.1 88.9
Plant biotechnology 100.0 25.0 75.0
Bioprocessing 100.0 14.3 85.7
Biological testing 100.0 50.0 50.0
Other biotechnology 100.0 100.0 0.0

Firms with fewer than 1.000 employees

Note: Because many firms reported activity in more than one field. the sum
of the individual fields is greater than the total number of firms reporting
biotechnology activity

SOURCE: Derived from the CorpTech data base. Corporate Technology
Information Services, Inc . Wellesley Hills. MA

See figure 6.9 Science & Engineering Indicators-1987

310



(.4

Appendix table 6-19. Number of small' firms active in biotechnology fields, by year of formation

Biotechnology fields
Pre-

1965 1965 1966 1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985

Number of firms

All biotechnology 32 1 1 3 3 4 3 6 11 8 7 5 11 5 10 18 13 40 25 29 10 7

Animal biotechnology 3 0 0 0 0 0 0 0 2 0 2 1 1 0 1 3 3 1 1 7 2 1

Cell cultures 7 0 0 0 2 2 0 1 1 1 1 4 2 0 1 4 2 5 2 5 1 0

Catalysts 0 0 0 0 0 0 n 0 0 0 1 0 0 1 0 1 2 0 1 2 1 0

Bioelectronics 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

Biotechnology
equipment 9 1 1 2 1 1 2 4 0 5 2 1 7 1 3 3 3 3 6 7 4 1

Enzymes ........ 1 0 0 0 1 0 0 0 0 0 0 0 3 2 1 1 2 5 2 3 1 0

Genetic engineering .. 4 0 0 0 0 0 0 0 4 i 0 0 6 1 4 3 3 16 13 9 1 5

Immunology 3 0 0 0 0 0 1 0 2 1 0 0 1 1 1 3 2 10 1 5 0 0

Biomass/biochemicals 6 0 0 0 1 2 0 1 0 0 1 1 1 0 5 0 2 5 4 3 0 0

Biomaterials 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 1 0 0 0

Proteins 0 0 0 0 0 1 0 0 2 0 0 0 1 3 0 0 0 1 1 0 0 0

Plant biotechnology 1 0 0 1 0 0 0 0 1 1 0 0 0 1 0 2 2 4 2 1 0 0

Bioprocessing 1 0 0 0 0 0 0 0 1 0 0 0 2 0 1 0 0 2 0 0 0 0

Biological testing 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0

Other biotechnology 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

' f rms with less than 1.009 employees

Note. The table shows the -umber of firms acthe in each thotectinulogy field in 198b. broken uown by the year in which they were formed Because many firms repurted dctivity in more

than one field. G sr ineandual fields is generally greater than the total number of firms reporting biotechnology activity

SOURCE Der al the Ceip Tech data base. Corporate Technology Information Servicc.;, Inc. Wellesley Hills, MA
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Appendix table 6-20. New products first marketed in 1985, by size of firm

Number of products per:

Firm size, millions of
dollars in net sales

Millions of dollars
of net sales

Millions of
dollars of R&D

All firms 0.0076 0.254
Less than 100 0.0892 2.152
100.350 0.0348 L531
350.1,000 0.0186 0.564
1,000.4,000 0.0072 0.239
4,000 and more , 0.0011 0.037

Note: Data based on sample of 620 lams

SOURCE: National Science Foundation. Division of Science Resources Studies. Economic Analysis Studies
Group, unpublished data

See figure 0.30 in Overview. Sciunce 8 Engineering Indicators-1987
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Appendix table 7-1. U.S. trade in high-technology' and other manufacturing product groups: 1970-86

High technology Nonhigh technology U.S. manufactures

Exports Imports Balance Exports Imports Balance Exports Imports Balance

Billions dollarsof constant 1982*

1970' ..... -.., - , 24.5 10.0 14.5 45.2 54.2 9.0 69.7 64.2 5.5

1971' 25.° 11.0 14.6 42.8 61.7 18.9 68.5 72.8 -4.3

1972' - ..... ..,.... 25.6 13.6 12.0 46.9 72.5 25.6 72.5 86.0 13.6

1973' 32.1 15.9 16.1 58.1 80.3 22.2 90.2 96.3 6.1

1974 39.8 18.2 21.7 77.8 92.1 14.3 117.7 110.3 7.4

1975 ......... 38.6 16.0 22.6 81.1 76.7 4.4 119.7 92.7 27.0

1976 40.6 20.9 19.7 81.8 89.4 7.6 122.4 110.4 12.1

1977 ...... - .. 40.6 22.7 17.8 78.6 99.0 20.4 119.2 121.7 2.5

1978 .... .... . 48.2 28.1 20.1 82.6 119.8 37.2 130.9 147.9 17.0

19/9 ......... -... 55.4 29.0 26.4 93.0 122.2 29.2 148.4 151.2 2.8

1980 63.8 32.7 31.1 117.9 129.2 11.3 181.8 1619 19.9

1981 64.3 36.0 28.3 113.3 130.4 17.1 177.6 166.4 11.2

1982 58.1 34.5 23.6 93.2 123.6 30.4 151.3 158.1 6.8

1983 57.9 39.9 18.1 80.2 132.0 51.7 138.2 171.8 33.7

1984 .".. .... 60.7 55.1 5.6 86,2 169.0 82.9 146.9 224,1 77.3

1985 61.4 58.1 3.3 83.9 183.5 99.6 145.2 241,5 96.3

1986 ... 63.3 65.5 2.3 84.9 204.0 11P..1 148.2 269.5 121.4

Billions dollarsof

1970' 10.3 4.2 6.1 19.0 22.8 3.8 29.3 27.0 2.3

1971' 11.4 4.9 6.5 19.0 27.4 8.4 30.4 32.3 1.9

1972' 11.9 6.3 5.6 21.8 33.7 11.9 33,7 40.0 6.3

1973' 15.9 7.9 8.0 28.8 39.8 11.0 44.7 47.7 3.0

1974 21.5 9.8 11.7 42.0 49.7 7.7 63.5 59.5 4.0

1975 22.9 9.5 13.4 48.1 45.5 2.6 71.0 55.0 16.0

1976 . . ....... 25.6 13.2 12A 51.6 56.4 4.8 77.2 69.6 7.6

1977 ........ .. - 27.3 15.3 12.0 52.9 66.6 13.7 80.2 813 1,7

1978 34.8 20.3 14.5 59.7 86.5 26.8 94.5 1063 12.3

1979 43.5 22.8 20.8 73.1 96.0 23.0 116.6 118.8 2.2

1980 ......... ....., 54,7 28.0 26.7 101.1 110.8 9.7 155.8 138.8 17.0

1981 ... ....... ..... 60,4 33.8 26.6 106.5 122.5 16.1 166.8 156.4 10.5

1982 58,1 34.5 23.6 93.2 123.6 30.4 151.3 158.1 6.8

1983 60.2 41.4 18.8 83.3 137.1 53.7 143.5 178.5 35.0

1984 ......... ... 65.5 59.5 6.0 92.9 182.3 89,4 158.4 241.8 83.3

1985 68A 64.8 3.6 93,5 204.6 111.0 162.0 269.4 107.4

1986 723 75.1 2.6 97.3 233.8 136.5 169.8 308.9 139,1

S Department of Commerce DOC-3 definitions
Converted to constant dollars using the GNP implicit puce donator

Estimated

SOURCE' U.S. Department of Commerce. Internationai Trade Acmnistration, U S Trade Perfumadth.tt on on and Outlook tOctooer, 1986). and U S Department of

Commerce, unpublished data

See figure 0.26 in Overview Science 8 Engineering Indicators-1987
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Appendix table 7.2. U.S. exports as a percentage of shipments. hightechnology and other manufactured products:
1978-1985

Product groups 1978 1979 1980 1981 1982

&eons as a percent of shtpme-*

Percent

1983 19114- 1985___ _

An manufactured products
All hightechnology procucts

Guided missiles and

6 2
18 1

6 8
19 7

8 4 8 3 7 9
20 5 20 4 18 7

7 0
16 5

7 0
17 2

6 9
17 3

spacecraft 84 69 75 47 85 66 55 47
Communications equipment

& electronic components 14 0 17 8 15 3 15 1 14 2 1 1 4 15 9 12 0Airalt and parts 35 3 31 6 33 6 35 8 30 3 24 2 25 6 27 9
Office and computing

machines 25 1 25 7 28 3 27 7 25 2 21 3 32 1 27 6
Ordnance and accessories 21 5 23 9 20 7 18 9 18 0 22 7 19 5 15 0Drugs and medicine 12 2 10 4 11 2 11.2 10 2 10 2 9 0 9 2Industrial inorganic

chemicals 1G 0 18 1 18 6 19 1 IS 3 9 1 20 8 20 0Professional and scientific
instruments 163 176 181 179 165 158 153 14.8

Engines. turbines, and
parts 199 229 274 261 281 203 260 214Plastic matenils,
syntheacE 9 7 13 8 16 2 14 6 11 9 " 2 12 5Other maitilatfuring products 4 5 4 8 6 4 6 2 5 0 4 9 4.8

Exports -
Millions of dollars

-
AU manufactured products 94,500 116,600 155.808 166,849 151.264 143,495 158.449 161,974All highechnology products' 34,837 43.523 54,710 60,391 58,111 60,158 G5.510 69,426

Guided missiles and
spacecraft 635 603 749 557 1.133 994 962 827

Communications equipment
8 elet-ironic components 6,759 8 327 10 349 11,392 11.803 12.363 14.425 13.472Aircraft and parts 9.221 11.013 14 558 16,885 14,131 14,637 13.540 17.535Office and computing
mactunes 4,888 6 374 6.650 9.810 10,148 11,719 14.699 15.421

Ordnance and accessories 539 670 647 676 716 907 645 714Drugs and medicine 1,492 1,652 I 983 2.220 2.329 2.564 2.672 2.724Industrial inorganic
chemicals I 999 2.575 2.892 3,111 3.017 3.070 3.543 3.335Professional and scientific
instruments 4.663 5,521 6,490 7 078 7.005 6.867 7,198 7,134Engines, turthes, and
parts 2,362 2.935 3 603 3.831 3.601 3.016 3.234 3.127Plastic materials,
synthetics 2.279 3.853 4,789 e3-. 4,228 4,021 4,392 4.137Other manufacturing products 59,663 73.077 101.098 106,458 93,153 83.337 92.939 93.548

Value o' product shipments

Minions dollars
-

of
All manufactured products 1,522,900 1 727,200 1,852.700 2.017,500 1.908,300 2,045.300 2.274.900 2.34 t .200All hightechnology products' 1;1,5713 220.373 266,409 296.639 310 179 364.930 380.109 395.818Guided missiles and

spacecraft 7,535 8 801 9.974 11,795 13:J9 15,164 17,354 17,741
Communizations equipment

8 electronic components 48.338 46.820 G7,448 75,264 83.373 90,935 108,359 112,41 "i
Aircraft and parts 26.094 34,862 43,322 47 173 46 665 60,407 52.847 62.884Office and computing

machines 19,504 24,767 30 619 35.174 40.206 45.763 55,121 55,847Ordnance and accessories 2 505 2.809 3.119 3,570 3.970 4,001 4,335 4,747Drugs and medicine 1::?.277 15,866 17 772 19.877 22,840 25.017 26.877 29.532Industrial inorganic
chemicals 12.512 14,257 15,570 16 295 15.637 33,807 17,066 16,705Professional and scientific
instruments 28.560 31.359 35.865 39,490 42,404 43.561 47.196 48,313Engines, turbines, and
parts 11,888 12,835 13 156 14,696 12.635 12.449 14.862 14,625Plastic materials
synthetics 23.467 27,997 29.664 33.004 '9.092 33.824 36.092 33,002Other manufacturing
products' 1.330.222 1.506 827 1,586.291 1.720.861 1,598.121 1.680.370 1.894.791 1,945.382

' U S Department of Commerce DOC-3 derrndron

or SInPments Ica All Marletacturev)PrOduCts total $hrpment% by manuiactureis is used Shipments of Other Manufactured Products IS calculated as the dormaxe
bekmen this All Manufactures total and the total snrpments of as tuoneohnology products

SOURCES US Department of Commerce torternahunar trade fulmrnAhr-briu US Trade Arm), f .411Ve gO Ne'. and Outiver, (October legot US Dr. partmeni
Commerce Inter hahunal Trade Acengrstrabon Office e4 Trade and Investment Afla,Y,S ueND4Shet. (Lea Bureau a the Census Seat's:cal Al)SU3C1 Of th. Wed
States :986 (Wasrungton DC GPO 19871 Bureau of the Census Arkrx.01 Survey 44 M.Inur.cturft slue of ho,Nxt Shipments (m85oxs)2) January. 1987 andpre.rous eetVOIS

See two 0 27 in Overview
Science & Enouverung Inch.catois -1987
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Appendix table 7-3. U.S. direct investment position abroad in manufacturing in selected nations and product groups: 1966-86

1966 1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1961 1982 1983 1984 1985 1986

1982 dooms'Millions ol constant

Total manufacturing 559 325 563;147 566.684 571.222 573 873 5 i7 420 582 43i 589.Sti1 594.833 594 227 596 973 591.180 596 468 5100 089 5104 014 598 325 583.452 579 816 579 593 585 280 593 685

Teal major countries 38133 40 256 41 540 44.208 45.527 47 596 50 619 54 804 56.677 55 598 57 227 54,321 56.198 57 649 53,710 55 033 45.994 45,527 44 892 49.386 51,724

Canada 19 156 19 641 19.971 21 126 21 344 21 415 22 566 23 728 24 926 24 770 25.313 21,990 21 789 22 136 22.022 21.086 18 825 18 495 19 453 19 591 20.756

France 3 324 3 506 3 453 3 680 4,311 4.748 5 251 5.941 6 353 6.481 6 337 6 257 6.475 6.527 6 902 5 874 4.318 3 868 3 704 4 612 5 749

West Germany 5,000 5 442 5 696 6.488 6 365 7.001 7.823 8 966 8 921 8 983 10 633 10.797 11,559 10,914 11.266 10.695 9 089 8 880 8 213 9 607 113 '3

United Kingdom 10 206 10 437 11.023 11.292 11,680 12.228 12,431 13 345 13 660 12,738 12.263 12 351 13.131 14,541 10 054 13.935 10.704 10 514 9 741 11,157 12.222

Japan , .. .. 1347 1,230 1,397 1,621 1,827 2 204 2,549 2.824 2 817 2.625 2.681 2.925 3 244 3 532 3,467 3,444 3 058 3.769 3.778 4,119 4 634

Other countries , 20,592 23.191 25.144 27,014 28 346 29.824 31.818 34,760 38.156 38.329 39,746 37 860 40.770 42,440 50 304 43 292 37.458 34 299 34,701 35 894 38 961

Total chencal products 10 984 12,635 13.432 13 924 13 954 14 689 15 601 16 986 18 851 18,727 19 317 17.634 19.370 21.100 22.035 21.473 18 2 4 18.090 17 798 18 268 20.134

Total major countries 5 947 6 322 6.494 6 604 6 652 7 174 7,554 8.359 8 953 8 855 9 063 8 077 8 999 10.130 10 254 9 951 8 636 9 026 8 748 9 214 10.190

Canada 3 026 3.189 3 239 3 260 3.141 3 274 3,405 3 567 3.797 3 824 3 904 3 343 3 568 3.775 3 969 3 958 4,178 4,3T- 4 428 4 3747 4,471

France 469 598 599 669 711 744 839 91.1 1.006 998 1.012 1.023 1.045 1.170 1,224 1,109 797 717 638 712

West Germany 512 556 633 651 702 840 914 1.167 1,281 1.298 1,451 1.280 1.609 1.774 1.750 1.738 1 092 1.095 891 '.014 1,248

United Kingdom 1.691 1,692 1.675 1,619 1,670 1.845 1.871 2.103 2.263 2.128 2,104 1,735 2.023 2.558 2.495 2 330 1,791 1,731 1.669 1.959 2.033

Japan 249 287 347 405 428 471 525 608 606 607 593 691 753 853 817 816 778 1.105 1,123 1.181 1,429

Other countries . 5.037 6.313 6 939 7.320 7.302 7,515 8 047 8 627 9 898 9 872 10.254 9 557 10.371 10.970 11,780 11,522 9.638 9 064 9 050 0.054 9,943

Total machinery , 14.396 15.178 15 865 17,627 18 658 20.122 21.716 23 841 25 930 26 294 2; .098 16 681 18 010 26 631 27.264 25 812 21.132 20 818 21.328 24,726 26,819

Total major countries 10 255 10.746 NA NA NA 13,659 14 668 15 662 16.481 16.439 16.567 11,785 12,681 16.331 16 616 15 314 11.925 12.012 12.325 14,518 15.765

Canada 3 847 3 962 3 997 4.382 4,218 4,261 4 541 4 693 4,970 5,129 5,147 2.307 2.390 3.686 3.688 3 852 3.302 3 535 3 787 3,645 3 684

France 1,267 1,233 1,209 1,264 1,475 1,676 1,794 2 041 2,213 2.386 2.228 2,347 2,541 2,809 3.045 2.560 1.716 1.451 1,447 2.178 2.687

West Germany 1,505 1,622 2 364 2.278 2.3 t 5 2.641 2.986 3 397 3 612 3 542 3,862 2.933 3 223 4.079 3.955 3.403 3,009 3.054 2.945 3,762 4 282

United Kingdom 3.001 3.189 3,173 3.550 3.783 3 930 3 986 4,053 4.249 4.055 3,964 2.933 3 038 4,172 4.362 3 996 2.552 2.449 2 524 3.143 3 279

Japan . 635 740 NA NA NA 1,151 1,362 1,478 1.436 1.327 1.367 1.266 1,489 1.585 1.567 1,504 1,346 1.523 1.622 1.790 1,832

Other countries 4 142 4 432 NA NA NA 6 462 7,049 8.179 9,450 9 855 10 531 4,896 5.330 10 300 10 649 10,498 9.207 8.806 9 004 10,208 11.054

Millions 01 dollars

64 Total manufacturing 520.740 522,803 525 160 528 332 531.049 534.359 538 325 544 370 551.171 555 886 561,161 '4,2 019 569 669 578 640 589,161 592 386 S83.452 582.907 585 865 595.101 5107,241

N til Total major countries 13 541 14.468 15.673 17.586 19,135 21.123 23 633 27.150 30.583 32.975 36 093 36 547 40 586 45.295 46.040 51.709 45,994 47,284 48.430 55.075 62,642

Canada . 6 697 7.059 7.535 8,404 8.971 9 504 10.491 11.755 13.450 14.691 15.965 14.795 15.736 17,392 18.877 19 812 18 825 19 209 20 986 21,848 23.759

France 1.162 1.260 1.303 1,464 1.812 2.107 2.441 2.943 3.428 3 844 3 997 4 210 4.676 5,128 5 916 5,519 4,318 4 017 3.996 5.143 6,581

West Germany 1.748 1,956 2,149 2.581 2.675 3 107 3637 4.442 4,814 5.328 6.706 7,264 8 348 8576 9.657 10.049 9,089 9.223 8 860 10,714 13 007

United Kingdom 3,568 3.751 4,159 4,492 4 909 5.427 5.779 6 611 7 371 7.555 7.734 8 310 9,483 11,425 8 618 13 093 10.704 10 920 10 512 12777 13 990

Japan . . 366 442 527 645 768 978 1.185 1 399 1,520 1,557 1.691 1.968 2.343 2.775 2.972 :, ^36 3 058 3 915 4,076 4.593 5 305

Other countries 7.199 8,335 9,487 10.746 11.914 13 236 14.792 17 220 20 589 22.911 25 068 25.472 29.083 33 345 43.121 40 b77 37.458 35 623 37,435 40 029 41.599

Total chemical products 3 840 4.541 5 068 5 539 5 865 6 519 7 253 8 415 10.172 11,107 12.163 11,864 13 989 16 578 18,863 20.176 18 27.1 18.788 19 200 20 372 23,047

Total major countries 2 079 2.272 2,450 2.627 2.796 3.184 3 512 4,141 4 831 5 252 5.716 5,434 6.499 7.959 8 790 9.350 8 636 9 374 9.437 10 275 11.665

Canada
France ,

1,058
164

1,146

215
1.222

226
1.297

266

1,320

299

1,453

330

1,583

390

1.767

453
2049

543
2.268

592
2462

638
2.249

692

2.577
755

2.966
919

3.402
1.049

3.719
1,042

4.178
797

4.546
745

4.777

688

4848 51.12521

West Germany 179 200 239 259 295 373 425 578 691 770 915 861 1,162 1,394 1,500 1,633 1,092 1,137 961 1,131 1,429

United Kingdom 591 608 632 644 702 819 870 1.042 1,221 1 262 1 327 1,167 1.461 2.010 2.139 2.189 1.791 1.798 1,800 2.185 2,327

Japan ., 87 103 131 161 180 209 244 301 327 360 374 465 5.14 670 700 767 778 1,148 1,211 1 317 1,636

Other countries 1,761 2.269 2.618 2.912 3.069 3 335 .3 741 4 274 5.341 5 855 6.467 6 430 7,490 8 619 10 098 10 826 9 638 9 414 9.763 10 097 11,382

Total machinery . 5.033 5.455 5 986 7.012 7.842 8 930 10,096 11 811 13 992 15 595 17,091 11,223 13 007 20,924 23 371 24.253 21 132 21,622 23 009 27,574 30,700

Total major countries 3.585 3,862 NA NA NA 6 062 6 819 7.759 8 893 9.750 10,449 7,929 9,158 12,831 14,243 14 389 11.925 12,476 13 296 16,190 18 046

Canada 1,345 1,424 1.508 1.743 1 773 1,891 2 111 2 325 2.682 3 042 3,246 1 552 1.726 2.896 3,161 3 619 3 302 3 67' .1085 4.065 4,217

France 443 443 456 503 620 744 834 1,011 1 194 1 415 4.405 1 579 1,835 2.207 2,610 -.405 1,716 1.501 1 561 2,429 3.076

West Germany 526 583 892 906 973 1 172 1 388 1,683 1 949 2.101 2.436 1.973 2.328 3 205 3 390 3.197 3 009 3 172 3.177 4,195 4.902

United Kingdom 1.049 1 146 1,197 1.412 1 500 L744 1,853 2.008 2.293 2 405 2.500 1 973 2,194 3.278 3.739 3,755 2.552 2 544 2.723 3 505 3.754

Japan 222 266 NA NA NA 511 633 732 775 787 862 852 1,075 1.245 1.343 1 413 1.346 1 582 1.750 1 996 2.097

Other countries 1.448 1.593 NA NA NA 2 868 3 277 4.052 5.099 5 845 6 642 3 294 ',849 8 093 9.128 9.864 9 207 9 146 9,713 11 384 12,654

Note: Certain data are withheld by the U.S. Commerce Department to avoid disclosure of data for individual companies

GNP implicit price deflators used to convert current dollars to constant 1982 dollars

SOURCES. U.S Department ot Commerce. Bureau of EGonomn, Analysis. Selected Data on U.S. Direct Investment Abroad, 19bb- (1980). U S Department of ,ommerce. Bureau of
ness (February 1981). po.50-51. U.S Department of Commee.e. Bureau of Economic Analysis. Survey of Current Business (annual. August issues). U.S. Department of Commerce.
statistics

See figures 7-1. 7-2. Science & Engineering Indicators -1987
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Appendix table 7-4. Operations of overseas affiliates of U.S. corporations, selected high-technology
manufacturing and service industries: 1984

Industry of affiliates

Exports Total foreign Total revenues:
shipped Net Total opera'dons: domestic ship-Affiliate Affiliate to affiliate U.S. exports 4 net Total ments i netsales profits affiliates sales' exports" affiliate sales Shipments' affiliate sales

All manufacturing industries .

High technology
manufacturing industries'
Radio, television and

communications
equipment

Electronic components &
accessories

Office & computing
machines

Drugs & medicines
industrial chemicals &

synthetics
Instruments & related

products
Engines & turbines

Other manufacturing
industries

All service industries
Computer & data

processing services
R&D and testing

laboratories
Engineering, architectural.

and surveying services .

Other service industries

All manufacturing industries
High technology

manufacturing industries'
Radio, television and

communications
equipment

Electronic components &
accessories

Office & computing
machines

Drugs & medicines
Industrial chemicals &

synthetics .... .......
Instruments & related

products
Engines & turbines

Other manufacturing
industries

Millions of dollars
369,333 16.387 47,260 322,073 158.449 480.522 2.253,847 2,575,920

117.009 7.743 15,968 101.041 50.163 151.204 378.135 479.176

8,814 376 1.174 7,640 7,762 15,402 67.012 74.652

13,600 967 3.977 9,623 6,663 16,2C6 47,983 57,606

30,914 2.870 4.476 26,438 14,699 41.137 59,715 86,15314,477 1.200 1.238 13.239 2,672 15,911 28,967 42,206

34.218 1.717 2.504 31.714 7.935 39.649 99,518 131,232

12.759 617 2,317 10,442 7.198 17.640 59,447 69,8892.227 (4) 282 1,945 3,234 5.179 15,494 17.439

252,324 8,644 31.292 221,032 108,286 329.318 1,875.712 2,096.744
19.888 1.350 161 19,727 70.950 90.677 3,457,300 3,477,027

1.105 28 47 1.058 3.500 4.558 40.542 41,600

282 14 NA NA NA NA NA NA

3.029 155 3 3.026 1,200 4,226 40,200 43.22615,472 1.153 NA NA NA NA NA NA

Percent
100.0 100.0 100.0 100.0 100.0 100.0 100.0 100

31.7 47.3 33.8 31.4 31.7 31.5 16.8 19

2.4 2.3 2.5 2.4 4.9 3.2 3.0 3

3.7 5.9 8.4 3.0 4.2 3.4 2.1 2

8.4 17.5 9.5 8.2 9.3 8.6 2.6 33.9 7.3 2.6 4.1 1.7 3.3 1.3 2

9.3 10.5 5.3 9.8 5.0 8.3 4.4 5

3.5 3.8 4.9 3.2 4.5 3.7 2.6 30.6 0.0 0.6 0.6 2.0 1.1 0.7 1

68.3 52.7 66.2 68.6 68.3 68.5 83.2 81

(continued)



Appendix table 7-4. (Continued)

Industry of affiliates

;Jet affiliate sales
as a percent of

foreign operations

Net affiliate
sales as a
percent of

total revenues

Foreign
operations as
a percent of

total revenues

Percent

All manufacturing industries 67.0 12.5 18.7

High technology
manufacturing industries' . 66.8 21.1 31.6

Radio, television and
communications
equipment 49.6 10.2 20.6

Electronic components &
accessories 59.1 16.7 28.3

Office & computing
machines 64.3 30.7 47.7

Drugs & medicines 83.2 31.4 37.7

Industrial chemicals &
synthetics 80.0 24.2 30.2

Instruments & related
products 59.2 14.9 25.2

Engines & turbines 37.6 11.2 29.7

Other manufacturing
industries 67.1 10.5 15.7

All service industries 21.8 0.6 2.6

Computer & data
processing services 23.2 2.5 11.0

R&D and testing
laboratories NA NA NA

Engineering, architectural,
and surveying services . 71.6 7.0 9.8

Other service industries NA NA NA

Affiliate sales less U.S. exports shipped to affiliates.
2 Manufacturing exports are broken down by SIC product groups. Radio. television, and communications

equipment and Electronic components & accessories are estimated by dividing t. ' exports of com-
munications equipment & electronic components according to the distnbution of affiliate sales in the two

industries. Service exports are tf midrange of the OTA estimates.

3 Shipments of services are the estimates for Domestic Industry.

SOURCES: U.S. Department of Commerce, Bureau of Economic Analysis, U.S. Direct Investment
Abroad: Operations of U.S. Parent Companies and their Foreign Affiliates, 1986). Tables 2. 17. U.S.

Department of Commerce. International Trade Administration. United States Trade Performa- rein 1985

and Outlook (October. 1986): U S. Department of Commerce. Bureau of the Census. Annual Survey of

Manufactures: Statistics for Industry Group- and Industries, M84(AS)-1 (July. 1986); U.S. Congress

Office of Technology Assessment, Trade in Services: Exports and Foreign Revenues-Special Repert.

OTAITE-316 (September, 1986)

See figures 7-3. 7-4. Science & Engineering Indicators-1987
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Appendix table 7-5. Foreign direct investment position in the United States in manufacturing, by nationality of
parent company, in selected industries: 1979-86

1979 1980 1981 1982 1983 1984 1985 1986
Millions of constant 1982 dollars'

Total manufacturing S26.570 $38,510 $43,139 $44,065 $45,894 S48,085 553,597 $59,673Total major countries 18.855 16.681 40,103 40.057 41.646 44,012 48,930 53.811Canada 4.601 11,752 3,593 3.500 3.190 3,820 4,144 4,725France 1.359 NA 5.177 4,974 5.283 4,983 5.143 5,251West Germany 3,106 NA 4,469 4,239 4.320 4.074 5.411 6,958Netherlands 4,458 NA 9,598 9,901 10.805 11.600 12,010 12,900United Kingdom 4,411 NA 8.091 8,504 8,878 9,022 10,513 13,151Japan 919 4,929 1,406 1,624 1,545 2.283 2,463 2,645Switzerland NA NA 3.489 3.584 4,010 4.431 6,190 6,795Netherlands Antilles NA NA 4.282 3.731 3,614 3,798 3,057 1,384Other countries 7,715 21,829 3,035 4.008 4,247 4,073 4,668 5.862
Total chemical products 9,012 12,178 14.582 14,377 15,180 15.438 16,943 20.158Total major countries 5,460 NA 8.858 13.727 14,433 14.577 16,264 19,425Canada 129 NA 102 125 96 102 130 235France 313 NA NA 2,915 2.860 2,691 2,694 2.710West Germany 2.089 NA 2,090 1.972 2.109 2,105 3,352 4,184Netherlands 1.123 NA 2,211 2.237 2.814 3.095 3,203 4,018United Kingdom 1.569 NA 2,900 3,079 3.082 3,103 3.270 4,748Japan 238 NA 265 252 272 234 241 253Switzerland NA NA 1,290 1,359 1.631 1.844 1,936 1,868Netherlands Antilles NA NA NA 1,788 1,568 1.403 1,438 1,408Other countries 3,552 NA 5.724 650 747 860 679 733
Total machinery 4,255 8,160 8,830 8.595 8,288 8,987 8.306 8,797Total major countries 3,489 NA 6,656 6,518 6.263 6,720 6.879 7,847Canada 1,493 NA 1,253 988 978 1.114 1.088 1,404France 69 NA 0 75 106 149 192 189West Germany 263 NA 1,207 1,254 1,039 900 928 1,519Netherlands 985 NA 1.659 1.847 1,809 1.804 1,617 1.726United Kingdom 476 NA 1,497 1.338 1.363 1,615 1,777 1.534Japan 202 NA 442 423 449 583 643 765Switzerland NA NA 598 593 519 554 631 711Netherlands Antilles NA NA NA NA NA NA NA NAOther countries 766 NA 2,174 2,077 2.025 2.268 1.428 950
Note: Certain data are withheld by the U.S Commerce Department to avoid disclosure of data for individual companies
GNP implicit price deflators used to convert current dollars to constant 1982 dollars

SOURCES: U.S Department of Commerce, Bureau of Economic Analysis. Sr fected Data on (I S Direct Investment Abroad. 1966-78 (1980). U S Department ofCommerce, Bureau of Economic Analysis, Survey of Current Business (February 1981), pp 50.51 U S Department of Commerce, Bureau of Economic Analysis,Survey of Current Business (annual, August issues)

See figure 7-5.
Science & Engineering Indicators'987
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Appendix table 7-6. Foreign direct investment position in the U.S., high-technology industries: 1980-86

Industries 1980 1981 1982 1983 1984 1985 1986

Millions of 1982 dollars'

AU manufacturing industries 38,510 43,139 44,065 45,894 48,018 53,429 59,673

High-technology industries? 13,419 16,469 16,830 17,850 18,208 19,463 22,756

Radio, television, and communications equipment 1,288 1.668 1,744 1,736 1,838 1,766 2 850

Electronic components & accesories 1,776 2,029 2,199 2.269 2,541 1,948 819

Office and computing machines 517 576 685 730 1,057 919 864

Drugs and medicine 1,777 1,681 1,796 2,053 2,127 2,177 2,922

Industrial chemicals and synthet:cs 7,290 9,811 9,607 10,112 9,855 11.517 13,378

Instruments and related products 685 624 705 855 673 941 1,546

Engines and turbines 87 82 94 95 117 195 378

Other manufacturing'industries 25,091 26,670 27,235 28,044 29,810 33,966 36,917

All service Hidustries 1,270 1,415 1,899 2,005 2,298 2,639 5,250

Computer & data processing services 62 64 77 126 224 230 301

R&D and testing laboratories 64 61 63 72 70 74 83

Engineering, architectural & surveying services 150 152 155 117 157 179 722

Other service industries 994 1,139 1,604 1,690 1,846 2,155 4,145

Millions of dollars

AU manufacturing industries 33.011 40,533 44,065 47.665 51,802 59,584 68,057

High-technology industries? 11.503 15,474 16,830 18,539 19,643 21,705 25,953

Radio, television. and communications equipment 1.104 1,567 1,744 1.803 1,983 1,969 3,250

Electronic components & accesories 1,522 1.906 2,199 2,3r' 2,741 2,172 934

Office and computing machines 443 541 685 7 )8 1,140 1,025 985

Drugs and medicine 1,523 1,579 1,796 2.132 2,295 2,428 3,332

Industrial chemicals and synthetics 6,249 9.218 9,607 10,502 10,632 12,844 15,258

Instruments and related products 587 586 705 888 726 1,049 1,763

Engines and turbines 75 77 94 99 126 218 431

Other manufacturing industries 21,508 25,059 27,235 29,126 32.159 37,879 42,104

All service industries 1,089 1,330 1,899 2,082 2,479 2,943 5,988

Computer & data processing services 53 60 77 131 242 257 343

R&D and testing laboratories 55 57 63 75 76 83 95

Engineering, architectural & surveying services 129 143 155 121 169 200 823

Other service industries 852 1,070 1,604 1,755 1,992 2,403 4,727

' GNP implicit price deflators used to convert current dollars to constant 1982 dollars

2 U S. Department of Commerce DOC-3 definitions.

SOURCE: U S. Department of Commerce. Bureau of Economic Analysis. Foreign Direct Investment in the United States, Detail for Positron and Balance of Payments

Flows". Survey of ( ,urrent Business (annual August issues)

See figure 7.6.
Science & Engineering Indicators-1987
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Appendix table 7-7. U.S. receipts and payments of royalties and fees associated with unaffiliated foreign residents:
1972-85

Years
All

countries Canada
West

Germany France
United

Kingdom
Other

Europe Japan
Other

countries

Receipts:
Millions dollarsof

1972 $655 $38 $56 $42 $63 $150 $240 $661973 712 32 63 43 75 121 273 1051974 751 38 78 46 71 137 249 1321975 757 38 81 47 79 151 219 1421976 822 45 83 57 72 157 246 1621977 1,037 42 92 48 82 210 275 2881978 1,180 61 119 47 93 206 343 3111979 1,204 43 109 54 102 224 343 3291980 1,305 68 145 144 113 120 403 3121981 1,490 69 101 133 119 277 423 368198. 1,669 71 105 119 122 266 502 4841983 1,625 75 133 135 133 245 523 3811984 1,619 82 118 103 132 274 549 3611985 1.700 86 124 108 138 288 576 380
Payments:

1972 139 6 29 13 44 35 6 61973 176 6 37 16 53 41 13 101974 186 7 34 14 67 43 12 91975 186 9 32 15 76 40 9 51976 189 9 34 14 77 35 13 71977 262 8 31 14 72 38 16 831978 277 10 27 16 84 47 15 781979 309 16 40 17 93 51 15 771980 297 18 61 31 96 55 20 161981 289 13 43 30 99 52 37 151982 292 10 35 22 94 56 31 441983 315 10 35 29 90 77 53 211984 362 11 58 35 85 88 63 221985 380 12 65 37 89 88 66 23

(continued)
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Appendix table 7-7. (Continued)

Years

All West United Other Other

countries Canada Germany France Kingdom Europe Japan countries

Receipts:

Millions of dollars

Millions of constant 1982 dollars'

1972 $1409 $82 $120 $90 $136 5323 $516 $142

1973 1,437 65 127 87 151 244 551 212

1974 1,392 70 145 85 132 254 461 245

1975 1,276 64 137 79 133 255 369 239

1976 1,303 71 132 90 114 249 390 257

1977 1,541 62 137 71 122 312 409 428

1978 1,634 84 165 65 129 285 475 431

1979 ..... 1,532 55 139 69 130 285 437 419

1980 1,522 79 169 168 132 140 470 364

1981 1,586 73 107 142 127 295 450 392

1982 1,669 71 105 119 122 266 502 484

1983 1,565 72 128 130 128 236 504 367

1984 1,501 76 109 95 122 254 509 335

1985 1,524 77 111 97 124 258 516 341

Payments:
1972 $299 $13 $62 $28 &:5 S75 $13 $13

1973 355 12 75 32 107 83 26 20

1974 345 13 63 26 124 80 22 17

i975 314 15 54 25 128 67 15 8

1976 300 14 54 22 122 55 21 11

1977 389 12 46 21 107 56 24 123

1978 384 14 37 22 116 65 21 108

1979 393 20 51 22 118 65 19 98

1980 ..... 346 21 71 36 112 64 23 19

1981 308 14 46 32 105 55 39 16

1982 292 10 35 22 94 56 31 44

1983 303 10 34 28 87 74 51 20

1984 336 10 54 32 79 82 58 20

1985 341 11 58 33 80 79 59 21

Balance:
1972 $1,110 $69 $56 $62 $41 $247 $503 $129

1973 1082 52 52 55 44 161 525 192

1974 1047 57 82 59 7 174 439 228

1975 963 49 83 54 5 187 354 231

1976 1604 57 78 68 -8 193 369 246

1977 1152 51 91 51 15 256 385 305

1978 1250 71 127 43 12 220 454 323

1979 1139 34 88 47 11 220 417 321

1980 1176 58 98 132 20 76 447 345

1981 1278 CO 62 110 21 239 411 376

1982 1377 61 70 97 28 210 471 440

1983 1261 63 94 102 41 162 453 347

1984 1165 66 56 63 44 172 451 314

1985 1184 66 53 64 44 179 457 320

SOURCE: U.S. Department of Commerce. Bureau of Economic Analysis. unpublished data

See figure 7-7. Science & Engineering Indicators-1987

3213 5 0



Appendix table 7-8. Technology sales agreements between Japan and the
United States and other countries, new and old agreements, number of

agreements, and payments made: 1975-85

Year

United States Other major countries

New
agreements

Old, in force
agreements

New
agreements

Old, in force
agreements

Number of agreements
1975 58 198 444 25
1976 166 251 515 29
1977 88 246 516 27
1978 102 281 625 41
1979 144 319 629 20
1980 164 488 872 29
1981 182 468 935 36
1982 206 448 872 39
1983 386 683 1.768 170
1984 197 554 1.150 88
1985 261 635 1,248 52

Value of agreements
Millions 1980 Yenof constant

1975 1,652 7,116 2,668 1,906
1976 2,254 7,117 1,423 3,559
1977 3.027 7,063 2.018 2,915
1978 6,524 7,487 2,460 2,995
1979 6,750 13.188 1,661 4.258
1980 6,100 16,000 3.600 5,000
1981 10,271 21,318 4,845 5,911
1982 8,183 25,785 7,422 10,466
1983 11,143 39,471 4.816 10,859
1984 11,269 50,182 4,441 11,837
1985 6,743 41,495 9,303 12,443

SOURCES: Statistics
statistics: updates and
Tokyo Office

See table 7-1 in text

Bureau. Management and Coordination Agency, Government of Japan. unpublished
deflators provided by National Science Foundation. Division of International Programs.

Science & Engineering Indicators-1987



Appendix table 7-9, Technology purchase agreements between Japan and the
United States and other countries, new and old agreements, number of

agreements, and payments made: 1975-85

Year

United States Other major countries

New
agreements

Old, in force
agreements

New
agreements

Old, in force
agreements

Number Agreementsof

3 476 3,076 208 2,160

:76 313 3,042 163 1,622

1977 357 6,097 187 1,717

1978 497 3,136 3S1 1,611

1979 680 3,402 177 1,639

1981 396 3,696 179 1,672

1982 443 3,619 253 1,423

1983 554 4,144 235 1,523

1984 591 3,744 272 1,590

1985 716 4,006 297 1,489

Value of Agreements
Millions Yenof constant 1980

1975 9,403 126,302 4,193 46,633

1976 15,421 120,522 3,321 41,637

1977 8,969 123,655 6,054 44,283

1978 28,984 102,674 6,631 37,968

1979 22,118 137,279 3,323 52,440

1980 19,900 134,000 4,900 47,500

1981 16,844 149,468 2,323 43,950

1982 32,414 145,342 4,943 46,483

1983 32,453 147,830 5,189 39,434

1984 22,050 157,787 4,336 34,826

1985 21,889 169,635 4,884 31,735

SOURCES. Statistics
statistics, updates and
Tokyo Office

See table 7-1 in text.

Bureau, Mai 'gement and Coordination Agency, Government of Japan, unpublished
deflators provided by National Science Foundation, Division of International Programs,

Science & Engineering Indicators-1987
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Appendix table 7-10. Exports of high-technology products', by selected
countries: 1965-84

Year
All

Countries2 France
West

Germany Japan
United

Kingdom
United
States Other

Billions of dollars
1965 16.42 1.23 2.70 1.19 2.01 4.66 4.63
1966 18.86 1.45 3.08 1.62 2.41 5.19 5.11
1967 21.19 1.61 3.44 1.89 2.40 6.11 5.74
1968 24.96 1.72 3.94 2.50 2.63 7.42 6.74
1969 29.40 2.06 4.71 3.36 2.99 8.50 7.791970 ..... 35.59 2.47 5.76 4.19 3.52 10.25 9.40
1971 37.70 2.82 3.51 5.13 4.21 11.23 10.79
1972 48.06 3.52 8.03 6.60 4.90 11.82 13.19
1973 64.62 4.90 11.67 8.54 6.19 15.99 17.33
1974 83.92 6.18 14.99 10.72 7.87 21.74 22.43
1975 88.32 7.20 14.57 10.68 8.86 23.19 23.82
1976 102.79 8.58 17.59 15.25 9.25 25.97 26.15
1977 117.25 9.79 20.22 18.07 11.08 27.75 30.33
1978 147.00 12.15 24.77 23.50 14.56 34.84 37.18
1979 179.67 16.25 30.25 25.76 18.07 43.52 45.83
1980 214.86 17,58 33.88 32.58 23.56 54.71 52.54
1981 219.37 16.60 31.56 40.26 20.39 60.39 50.17
1982 202.67 16.59 21.48 37.15 20.45 58.11 48.88
1983 223.44 16.71 41.81 43.96 19.46 60.16 51.34
1984 248.30 18.17 33.68 55.22 20.88 65.51 54.83

Billions 1982 Dollars'of
1965 48,61 3.64 8.01 3.52 5.94 13.80 13.70
1966 53.96 4.15 8.82 4.64 6.90 14.83 14.62
1967 58.96 4.48 9.57 5.25 6.67 17.01 15.98
1968 65.16 4.56 10.44 6.64 6.98 19.68 17.86
1969 73.92 5.17 11.84 8.44 7.52 21.37 19.58
1970 84.68 5.88 13.70 9.98 .3.38 24.39 22.35
1971 84.94 6.36 7.92 11.56 9.49 25.31 24.30
1972 103.38 7.57 17.27 14.21 10.54 25.42 28.36
1973 130.44 9.90 23.56 17.25 12.49 32.27 34.98
1974 155.52 11.45 27.78 19.86 14.58 40.30 41.56
1975 148.91 12.15 24.56 18.01 14.93 39.11 40.151976. 162.98 13.61 27.89 24.19 14,67 41.17 41.46
1977 174.27 14.55 30.06 26.85 1647 41.25 45.09
1978 203.55 16.82 34.30 32.55 20.16 46.24 51.48
1979 228.67 20.68 38.50 32.78 22.99 55.39 58.33
1980 250.65 20.50 39.52 38.01 27.49 63.82 61,30
1981 233.47 17.67 33.59 42.85 21.70 64.27 53.39
1982 202.67 16.59 21.48 37.15 20.45 58.11 48.88
1983 215.14 16.09 30.63 42.32 18.73 57.92 49.43
1984 229.71 16.81 31.16 51.08 19.32 60.61 50.73

(continued)
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Appendix table 7-10. (Continued)

Year

All
Countries' France

Market

West
Germany
shares (percent)

Japan
United

Kingdom
United
States Other

1965 100.00 7.49 16.47 7.24 12,22 28.40 28.18

1966 100.00 7.69 16,35 8.61 12.78 27.49 27.09

1967 100.00 7.60 16.22 8.90 11.32 28.86 27.10

1968 100..10 6.89 15.78 10.03 10.55 29.74 27,00

1969 100.00 7.00 16.02 11.42 10 '7 28.91 26.48

1970 100.00 6.94 16.18 11.78 9.90 28.81 26.40

1971 100.00 7.49 9.32 13.61 11.17 29.80 28,61

1972 100.00 7.33 16.71 13.74 10.19 24.59 27.44

1973 100.00 7.59 18.07 13.22 9.57 24,74 26.81

1974 100.00 7.36 17.86 12.77 9.37 25.91 26.72

1975 100.00 8.16 16.49 12.10 10.03 26.26 26.97

1976 100.00 8.35 17.11 14.84 9.00 25.26 25.44

1977 100.00 8.35 17.25 15.41 9.45 23.67 25.87

1978 100.00 8.26 16.85 15.99 9.91 23.70 25.29

1979 100.00 9.04 16.83 14.34 10.05 24.22 25.51

1980 100.00 8.18 15.77 15.16 10.97 25.46 24.46

1981 100.00 7.57 14,39 18.35 9.29 27.53 22.87

1982 100.00 8,19 10,60 18.33 10.09 28,67 24.12

1983 100.00 7.48 14.24 19.67 8.71 26.92 22.98

1984 100.00 7.32 13,57 22.24 8.41 26.38 22.08

' Uses the DOC3 definition of "high-technology products' See page 127 in text

2 All countries" includes, in addition to those shown here. Austria, Belgium. Canada, Denmark. Italy. The

Netherlands. Norway, Sweden, and Switzerland,
3 Current.dollar figures are transformed into constant terms using the GNP dedator

SOURCE: Victoria 1. Hatter. -U.S, High Technology Trade and Competitiveness," Staff Report. Office of Trade

and Investment Analysis. International Trade Administration. U.S. Department of Commerce, February. 1985.

Office of Trade and Investment Analysis, International Trade Adminiuration, U.S, Department of Commerce.

unpublished statistics (June, 1987)

See figure 7.8. Science & Engineering Indicators-198'f
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Appendix table 7-11. U.S. trade in high-technology' product groups, by region: 1978-86

Year

Japan Other Developed Countries East Asian NIC's Other Countries
Exports Imports Balance Exports Imports Balance Exports Imports Balance Exports Imports Balance

Billions of constant 1982' dollars
1978 3,27 9.86 6.59 24.32 10.57 13.75 3.34 4.85 1.51 44.90 23.25 21.651979 6.14 8.96 2.82 26.73 11.56 15.17 4.64 5.11 0.48 50.76 23.84 26.911980 6.39 9.14 2.75 31.49 13.34 18.15 5.27 5.47 0.20 58.56 27.22 31.341981 7.16 11.42 4.26 31.29 13.68 17.61 4.59 5.84 1.25 59.68 30.16 29.521982 6.15 11.25 5.11 27.46 12.40 15.05 4.53 5.88 1.34 53.58 28.65 24.941983 6.55 13.90 7.35 28.50 12,35 16.15 5.50 7.89 2.39 52.43 31,97 20.451984 7.77 20.56 12.79 29.62 16.96 12.66 5.92 10.37 4A6 54,81 44.75 10.061985 7.29 22.57 15.27 30.38 19.06 11.32 5.62 9.98 4.37 55.74 48.10 7.641986 7.00 25.67 -18.67 33.03 21.05 11.98 5.76 11.89 6.13 57.51 53.64 3.87

Billions dollarsof
1978 2.36 7.12 4.76 17.57 7.63 9.93 2.41 3.50 1.09 32.43 16.79 15.631979 4.82 7.04 2.22 21.00 9.08 11.92 2 54 4.02 0.38 39.88 18.74 21.151980 5.48 7.84 2.36 26.99 11.44 15.56 4.51 4.69 0.17 50.20 23.33 26.871981 6.73 10.73 4.00 29.40 12.85 16.55 4.32 5.49 1.17 56.08 28.34 27.741982 6.15 11.25 5.11 27.46 12.40 15.05 4.53 5.88 1.34 53.58 28.65 24.941983 6.81 14.44 7.63 29.60 12.83 16.77 5.71 8.19 2.48 54.45 33.21 21.241944 8.38 22.18 13.80 31.96 18.29 13.66 6.38 11.19 4.81 59.13 48.27 10.851985 8.13 25.17 17.03 33.88 21.26 12.62 6.26 11.13 4.87 62.16 53.64 8.521986 8,02 29.42 - 21.40 37.86 24.13 1' .73 6.61 13.63 7.02 65.91 61.48 4.43

' U.S. Department of Commerce DOC3 definitions.
:" Converted to constant dollars using the GNP implicit price deflator.

Newly industrialized countries in East Asia include Hong Kong. Republic of Korea. Singapore. and Taiwan
SOURCES: U.S. Department of Commerce. International Trade Administration. U.S Trade Performance sr) 1985 and 0,,Ilook (October, 1986). U.S Department ofCommerce. International Trade Administration. Office of Trade and Investment Analysis, unpublished data

Science & Engineering Indicators-1987

Appendix table 7-12. Exports of selected high-technology products, volume and market shares, selected countries:
1975, 1984

United States Japan West Germany France United Kingdom
Product group 1975 1984 1975 1984 1975 384 1975 1984 1975 1984

Million irs
All high technology products 23,193.5 65.510.0 10.683.7 55,216.6 14,566.t 33,684.2 7.203.7 18,172.8 8,855.7 20.879.3Communications equipment

& electronic components 3.884.2 14,425.0 4.749.5 29,195.4 3,187.5 6.712.3 1,292.7 3,185.1 1,426.9 3,677.9Aircraft & parts ...... 7,119.2 13.540.1 29.6 143.2 465,3 4.095.0 865,0 3,181.9 1.625,0 3,943,4Office, computing, &
accounting machines 2.790,9 14.698.9 1.006.7 9,884.7 1,570.1 3.986.7 731.8 2,264.1 1,027.3 3.836.1

Market shares (percent)
All high technology products 26.3 26.4 12.1 22.2 16.5 13.6 8,2 7.3 10.0 8.4Communications equipment

& electronic components 18.8 21.1 23.9 36.6 16.1 12,2 6,5 5,2 7.2 6,3Aircraft & parts 62.2 45.9 0.3 0,6 4.1 15.6 7.6 9,4 14.3 15.5Office, computing,
& accounting machines 30.1 36.7 11.0 17.5 17,2 12,2 8.0 6.2 11,2 9.0

SOURCE: Victoria L. Halter. U.S Department of Commerce. International Trade Administration, Office of Trade and InvestmentAnalysis. unpublished tabulations (June. 1987)

See figure 79
Science & Engineering Indicators-1987
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Appendix table 7-13. Direct investment positions abroad and shares of total
international direct investment, major investing countries and world total,

1973-84

Country of origin 1973 1978 1981 1984

Average annual
growth

1973.78 1973.84

Billions of constant
dollars' Percent1982 - -

All countries 430.2 524.6 580.7 620.1 4.1 3.4

Total, major investing countries 388.8 474.1 527.1 532.4 4.0 2.9

United States 204.5 225.3 243.0 213.0 2.0 0.4

United Kingdom 54.3 56.9 69.7 77.6 0.9 3.3

West Germany 24.0 44.0 48.4 53.2 12.9 7.5

Japan 20.8 3i.1 39.4 49.5 12.3 8.2

Netherlands 31.1 32.8 34.5 37.9 1.1 1.8

Switzerland 20.6 38.5 38.7 36.8 13.3 5.4

Canada 15.7 18.8 27.2 33.9 3.6 7.2

France 17.8 20.6 26.1 30.4 3.0 5.0

Other countries 41.4 50.b 53.6 87.7 4.1 7.1

' Data Cr to 1982 dollars using the U.S. GNP deflator.

SOURCES Foreign countries (1973. 1981): U.S. Department of Commerce. International Trade Administration.

infernationit. Wm Investment: Global Trends and the U.S. Role (August. 1984); foreign countries. later years.
derived by (..),..ing direct investment outflows reported to the IMF and published in IMF Balance Payments

Statistics Yearbook. Part 2. 1985: United Lates; U.S. Department of Commerce. Bureau of Economic Analysts.

Survey of Current Business (June. 1966). p. 30

See figures 7.10. 7.11 Science & Engineering Indicators---1987
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Appendix table 8-1. Various segments of U.S. public attentive to or interested
in science and technology: 1985

Segment of public
Attentive

public
Interested

public
Remaining

public

Percent
Total public 21 26 53 2,005
Age:

18.24 21 23 56 32625.34 19 30 51 47435.44 22 24 53 37045.64 22 27 51 52065 + 19 22 59 315
Gender:

Female 17 24 59 1.054Male 25 27 47 950
Education:

Lees than high school 12 21 67 507High school graduate 21 27 52 1.006AA Degree 29 25 46 137BA Degree 33 28 39 229Graduate degree 28 28 44 121

SOURCE: Jon 0. Miller, Public Attitudes Toward Science and Technology, 1985 (1988)
See table 8.1 in text.

Science & Engineering Indicators-1987

Appendix table 8-2. Reported understanding of various aspects of science and technology: 1985
Scientific Computer How a tc'ephoneSegment of public study DNA Molecule software Radiai;on GNP works

Percent claiming clear understanding
Total public 29 14 27 20 29 23 18 2,005Age:

18-24 34 17 30 20 27 23 15 32625.34 35 25 36 26 28 25 20 47435.44 32 17 33 25 35 26 19 37045.64 30 5 21 20 27 22 19 52065 + 13 6 16 7 26 20 15 315Gender:
Female 27 13 22 16 24 15 12 1,054Male 32 16 33 25 33 32 24 950

Education:
Less than high school 13 4 8 2 21 8 17 507High school graduate 27 12 24 20 26 20 16 1,006AA degree 30 16 41 28 29 30 20 137BA degree 57 31 58 40 44 47 25 229Graduate degree 61 39 62 55 55 60 26 121

SOURCE: Jon D. Miller, Public Attitudes Toward Science and Technology. 1985 (1988)
See table 8.2 in text.

Science & Engineering Indicators-1987
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Appendix table 8-3. Actual understanding of various aspects of science and
technology: 1985

Segment of public

Scientific
Molecule study

How a telephone
works N

Percent responding correctly

Totai public 10 13 8 2.005

Age:
18-24 1:1 16 6 326

25-34 14 14 11 474

35.44 13 17 10 370

45.64 5 11 7 520

65 i 4 4 3 315

Gender:
Female 8 13 2 1,054

Male 12 13 14 950

Education:
Less than high school 2 2 2 507

High school graduate 8 13 7 1,006

AA degree 15 16 11 137

BA degree 22 22 16 229

Graduate degree 27 31 20 121

in your own words. could you tell me what a molecule is ?-

' Ouestion was asked only of those who previously had stated they had either a-clear understanding' or a

°general sense- of this aspect. Percentages are based on total sample. Responses were codeo at the Public

Opinion Laboratory, with tests of intercoder reliability.

SOURCE: Jon D. Miller Public Attitudes Toward Science and Technology. 1065 (1988)

See table 8.3 in text. Science & Engineering Indicators-1987

Appendix table 8-4. Reported understanding of various aspects of science
and technology by Japanese: 1987

Aspect Understand
Certain Heard
extent before

Dot.'t
understand

Percent

GNP 27 19 28 27

Computer software 21 19 31 29

Optical fibers 21 20 36 23

IC,LSI 19 16 31 34

Data base 13 12 29 47

DNA 8 7 19 67

To what degree do you understand the following words?'

SOURCE: Office of the Pnme Minister of Japan, Public Relations Office. Public Opinion Survey on Science.

Technology. and Society (1988)
Science & Engineering Incite:Mors-1967
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Appendix table 8-5. Public' using various information sources: 1985

Segment of public

Watch
science

television

Visit
public
library

Visit
zoo or

aquarium

Visit
science

museum2
Visit art
museum

Read
science

magazines N

Percent
Total public 71 67 48 38 31 16 2,005
Age:

18-24 60 79 57 46 41 12 32625-34 71 77 65 49 36 19 47435.44 76 73 56 45 36 20 37045.64 71 57 37 29 24 15 52065 + 74 51 22 19 21 12 315
Gender:

Female 68 70 49 34 33 15 1,054Male 73 64 48 39 30 18 950
Education:

Less than high school 61 46 32 18 12 7 507High school graduate 71 70 48 37 30 15 1,006AA Degree 78 82 67 54 46 22 137BA Degree 80 85 67 62 55 27 229Graduate degree 84 88 68 62 62 32 121

' In the case e science magazines and science television this is the percent who use then-, at least occasionally.
In other cases. it is those who had used the source at least once in the past year.
2 Includes visits to a 'Science or technology museum' or a "Natural history museum-

SOURCE: Jon O. Miller. Public Attitudes Toward Science and Technology. 1985 (1988)
See table 8.5 in text.

Appendix table 8-6. Weekly science and health
sections in U.S. daily newspapP,Ts: 1977-86

Year' Science? Health'
1977 0 0
1978

1 0
1979

1 0
1980 1 0
1981 4 1

1982 7 1

1983 16 2
1984 27 4
1985 45 15
1986 61 20

' As of September e each year.

7 Science sections including health and fitness. Groups ofnewspapers with
the same science editor were counted as one newspaper. Multiple weekly
columns were counted separately.

3 Health and fitness exclusively.

SOURCE: Scientists Instil' .. for Public Information. SIP! Scope, vol.14
No.4, Autumn 1986

See figure 8-1. icience & Engineering Indicators-1987

Science & Engineering Indicators-1987
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Appendix table 8-7. Computer use at home and at work: 1985

Segment of public

At home
and work At work At home No use

Percent

Total public 5 19 7 69 2,005

Age:
18.24 3 24 7 66 326

25-34 8 26 7 60 474

35.44 9 22 10 59 370

45.64 3 18 6 72 520

65 + 0 3 3 94 315

Gender:
Female 4 18 6 72 1,054

Male 6 21 7 66 950

Education:
Less than high school 0 7 5 89 507

High school graduate 3 20 6 71 1,006

AA Degree 9 27 13 51 137

BA Degree 12 33 7 48 229

Graduate degree 17 31 12 40 121

Note: Cases which indicated that "Entertainment" was primary use of computer were placed In 'Does not use'

category.

SOURCE: Jon D. Miller. Public Attitudes Toward Science and Technology. MSS (1988)

See table 8-6 in text. Science & Engineering Indicators-1987

Appendix table 8-8. Public assessment of beneficial versus harmful results of scientific research: 1985

Segment of public

Benefits
substarily

greater

Benefits
slightly
greater

Benefits
equal

harm&

Harms
slightly
greater

Harms
substan'Iy

greater
Dont
know

Percent

Total public 44 24 4 13 6 9 ,, 2,005

Age:
18-24 37 29 2 22 5 5 326

25-34 46 26 2 16 5 5 474

35-44 54 21 6 10 4 5 370

45.64 46 20 4 10 8 12 520

65 + 31 23 7 9 9 21 315

Gender:
Female 40 25 4 14 A 11 1,054

Male 48 22 4 13 3 7 9E0

Education:
Less than high school 20 21 7 19 13 20 507

High school graduate 46 25 4 13 4 8 1,006

AA Degree 54 26 3 7 5 5 137

BA Degree 64 23 1 7 3 2 229

Graduate degree 71 20 2 3 1 3 121

Attentiveness:
Attentives 55 23 3 10 4 5 417

Interested 48 24 5 11 4 8 517

Remaining 37 26 5 15 i 10 1,071

"People have frequently noted that scientific research has produced both beneficial and harmful consequence...Would you say that. or balance, the benefits of scientific

research have outweighed the harmful results. or that the harmful results of scientific research have outweighed its benefits'?-

' Volunteered by respondent.

SOURCE:Jon D. Miller, Public Attitudes Toward Science and Technology. 1985 (1988)

See table 8-7 in text. Science & Engineering Indicators-1987
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Appendix table 8-9. Benefits and hg..ms from scientific advance, for various
countries: 1981-83

Country Will help Will harm Both
No answer/
Don't know

Percent
Japan 23.4 9.6 57.4 9.6
United Kingdom 48.3 21.8 25.9 4.1
France 36.9 21.3 36.2 5.7
West Germany 32.4 21.1 40.0 6.5Italy 39.4 20.2 35.9 4.5
United States 54.3 19.0 21.5 5.2
Canada 44.7 22.3 29.4 3.5
Lebanon 52.2 9.0 36.7 2.1
Kuwait 69.1 4.2 25.5 1.2
Australia 45.0 26.4 25.2 3.3
Netherlands 21.9 36.4 33.6 8.1
Denmark 30.9 20.6 42.3 6.2
Belgium 25.1 17.5 46.4 11.1
Spain 44.0 18.0 31.0 7.0Ireland 37.8 27.5 26.7 8.0
Ulster 37.0 22.0 35.0 6.0
Sweden 35.0 21.0 40.0 4.0

in the tong run, do you think the scientific advances we're making will help or harm mankind?'
Note: Data are from 1981. except for Canada (1982) and Kuwait. Lebanon, and Australia (1983)
SOURCE. Internationales Institut fur Empinsche Sozialokonomie, Stadtbergen, FRG, unpublished tabulations
See figure 0.33 in Overview.

Science & Engineering Indicators-1987



Appendix table 8-10. Public expectations concerning future outcomes, by
attentiveness: 1985

Outcome

Total

public
Attentive

public
Interested

public
Remaining

public

A cure for the common forms of cancer:

Pe:cent

Very likely 55 63 57 51

Possible 37 31 35 40

Not at all likely 6 4 7 3

Don't know 2 2 1 3

A war in space:
Very likely 12 13 11 13

Possible 34 36 28 36

Not at all likely 50 50 57 47

Don't know 4 2 3 5

A safe method for the long-term storage
or disposal of wastr: products from
nuclear power plants:

Very likely 36 41 40 33

Possible 42 37 36 46

Not at all likely 18 20 19 17

Don't know 4 2 4 5

The accidental release of a genetically
engineered microbe into the environment:

Very likely 17 20 15 18

Possible 50 56 49 48

Not at all likely 20 17 25 19

Don't know 13 7 11 16

The placement of a scientific or mining
colony on the moon:

Very likely 32 37 32 30

Possible 39 40 42 38

Not at all likely 25 20 23 28

Don't know a 3 3 5

Ano'her nuclear power plant accident like
Three Mile Island:

Very likely 46 47 44 47

Possible 41 45 4. 38

Not at all likely 9 6 9 11

Don't know 4 3 3 5

The accidental release in the United
States of a toxic chemical that will result
in numerous deaths:

Very likely 42 44 41 42

Possible 42 45 42 42

Not at all likely 12 9 15 12

Don't know 4 2 2 5

The development of genetically
engineered bacteria to eat or destroy
toxic chemicals:

Very likely 32 41 37 26

Possible 43 42 38 47

Not at all likely 17 13 18 17

Don't know 8 5 8 10

The landing of a manned mission on
Mars:

Very likely 27 32 28 24

Possible 41 41 41 41

Not at all likely 29 25 29 30

Don't know 4 3 3 4

A cure for the disease AIDS:
Very likely 49 58 54 44

Possible 38 31 34 42

Not at all likely 9 9 10 9

Don't know 4 2 3 5

-Do you think that it is very likely, possible but not too likely, or not at all likely that this result will occur in the next 25

years?'"

SOURCE: Jon D Miller, Public Attitudes Toward Science and Technology, 1985 (1988)

See tole 8.9 in text Science & EngineE.ing Indicators-1987
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Appendix table 8-11. Japanese public expectations concerning future
outcomes: 1987

Outcome
Most probably

will occur
Possibility

is low
Will not
occur

Don't
know

Percent
Progress in curing cancer 74 1/ 4 5
Automatic translation devices for

international travelers 62 17 7 13Progress in curing AIDS 58 22 7 12Earthquake prediction 52 31 9 8
Safe processing method for atomic

waste 44 29 12 14Progress in curing senility 34 37 -17 11Landing people on Mars 33 29 21 17Living in space stations 23 32 30 15Cities in the ocean 18 33 35 15
N = 2,334

-Do you think that the following things will take place in the next 25 years?'
SOURCE: Office of the Prime Minister of Japan. Public Relations Office. Public Opinion Survey on Science,Technology, and Society (1988)

Science & Engineering Indicators-1987

Appendix table 8-12. Public indicating "a great deal of confidence" in the people running selected institutions:
1973-86

Institution 1973 1974 1975 1976 1977 1978 1980 1982 1983 1984 1986
Pe.cent

Medicine 54 60 50 54 51 46 52 46 51 50 46Scientific community 37 45 38 43 41 36 41 38 41 44 39Education 37 49 31 37 41 28 30 33 29 28 28Organized religion 35 44 24 30 40 31 35 32 28 31 25Military 32 40 35 39 36 29 28 31 29 36 31Major companies 29 31 19 22 27 22 27 23 24 30 24Press 23 26 24 28 25 20 22 18 13 17 18TV 19 23 18 19 17 14 16 14 12 14 15Organized labor 15 18 10 12 15 11 15 12 8 8 8Executive branch of the federal
government 29 14 13 13 28 12 12 19 13 18 21Congress 23 17 13 14 19 13 9 13 10 12 16U.S. Supreme Court 31 33 31 35 35 28 25 30 28 33 36Banks and financial institutions NA NA 32 39 42 33 32 25 24 31 21N = 1,504 1,484 1,490 1,499 1,530 1,532 1,468 1,506 1,599 989 1,470

"I am going to name some institutions in this country. As far as the people running these
institutions are concerned, would yousay you have a great deal of cc !dente,only some confidence, or hardly any confidence at all in them9"

SOURCES: James A. Davis. Tom W. Smith. GeneralSocial Surveys Cumulative Codebook, 1972-1985. Roper Center. pp, 166.169; unpublished 1986 data provided byTom W. Smith

See figure 8-2.
Science & Engineering Indicators-1987
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Appendix table 8-13. Public image of scientists: 1985

Segment of public

Percent agreeing that scientists

N
Work for good

of humanity
Have power that

is dangerous

Total public 80 55 2.005

Age:
18.24 83 55 362

25.34 79 52 474

35-44 78 46 370

45.64 80 55 520

65 + 81 66 315

Gender:
Female 81 58 1,054

Male 78 52 950

Education:
Less than high schooi 81 69 507

High school graduate 80 56 1,006

AA Degree 82 42 137

BA Degree 80 36 229

Graduate degree 73 34 121

For each statement. tell me it you generally agree or generally disagree."

SOURCE: Jon D. Miller, Public Attitudes Toward Science and Technology, 1985 (1988)

See table 8-12 in text. Science & Engineering Indicators-1987

Appendix table 8-14. Public acceptance of scientific conclusions: 1985

Segment of public A B C D E F N

°ercent

Total cs.4)lic 44 46 53 95 45 79 2,005

Age:
1844 41 42 50 97 51 79 326

25-34 48 42 56 97 51 81 474

35-4, 50 40 53 93 51 78 370

45-64 43 52 52 94 40 78 520

65 + 35 53 50 93 34 82 315

Gender:
Fen,ale 33 44 54 94 41 77 1,054

Male E'.) 48 51 96 50 82 9511

Education:
Less than high school 29 46 36 92 39 72 507

High school graduate 44 44 55 95 40 79 1,006

AA Degree 50 49 63 98 49 82 137

BA Degree 63 52 67 97 64 88 229

Graduate degree 64 48 70 98 72 92 121

Note: A Disagree that 'Rocket launchings and other space activities have caused changes in our weather"

B = Disagree that it is likely that some of the unidentified flying objects that have been reported are really

space vehicles from other civilizations:.

C Eisagree that 'Some numbers are especially lucky for some people:"

D Agree that 'Smoking causes serious health problems:"

E Agree that -Human beings as we know them today developed from earlier species of animals'

F Agree that 'The comments on which we live have been moving their location for millions of years and

will continue to move in the future'

SOURCE: Jon D. Miller, Public Attitudes Toward Science and Technology, 1985 (1988)

See table 8-13 in text Science & Engineering Indicators-1987
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Appendix table 8-15. Public views of the limits of
science: 1985

Segment of public A BCD N

Percent
Total public 59 7:, 8 8 2,005
Age:

18.24 66 73 11 10 326
25.34 57 77 6 6 474
35.44 53 75 6 8 370
45.64 58 76 6 8 520
65 + 62 73 12 11 315

Gender:
Female 59 74 10 9 1,054
Male 59 76 6 7 950

Education:
Less than high school 67 76 17 14 507
High school graduate 59 74 6 8 1,006
AA Degree . 57 74 4 4 137
BA Degree 49 78 2 4 229
Graduate degree 45 73 5 1 121

Note: A - Agree that "Scientists will never be able to understand the
working of the human mind as well as they understand the
physical world:'

B = Agree that 'There are some good ways of treating sickness that
medical science does not recognize'

C Responded 'Yes to "Do you sometimes decide to do or not do
something because your astrological signs for the day are
favorable or unfavorable?'

D Stated that 'Astrology is very scientific"

SOURCE: Jon D. Miller. Public Attitudes Toward Science and Technology,
1985 (1988)

See table 8-15 in text. Science & Engineering Indicators-1987

Appendix table 8-16. Public considering U.S. E.:)ead of other countries in
science and technology, by attentiveness: 1985

Area and country
Total

public
Attentive

public
Interested

public
Remaining

public

Basic scientific achievements:
Percent

West Germany 58 66 61 54France 75 82 77 71Japan 36 41 36 34Great Britain 70 78 74 66Soviet Union 43 55 43 39
Military technology:

West Germany 70 75 75 66France 80 84 86 77Japan 73 80 76 69Great Britain 76 83 79 73Soviet Union 33 41 34 29
Civilian or industrial technology:

West Germany 49 47 50 49France 73 77 79 69
Japan 11 10 12 12
Great Britain 69 75 75 64Soviet Union 75 83 77 71

N 2,005 417 517 1,071

in terms of basic scientific achievements, would you say that the United States is ahead of West Germany,behind West Germany or ar about the same level?'
SOURCE: Jon D. Miller, Public Attitudes Toward Scioace and Technology, 1985 (1988)
See table 8.16 in text.

Science & Engineering Indicators-4987
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Appendix table 8-17. Japanese public's ranking of various countries on
various aspects of scierk, :nd technology: 1987

Basic science Technology related

Country and technology Industrial technology to everyday living

Average ranking

United States 1.6 1.8 1.8

Japan 2.8 2.0 2.3

West Germany .. 3.7 3.7 3.8

U.S.S.R. 3.4 4.0 4.6

United Kingdom 4.6 4.5 4.1

France 5.1 4.9 4.4

N = 2,334

For each of the areas listed below please rank the following countries according to theirdegree of progress"

SOURCE: Office of the Prime Minister of Japan, Public Relations Office, Public Opinion Survey on Science,

Technology. and Society (1988)

See table 8-17 in text. Science & Engineering Indicators-1987

Appendix table 8-18 Public support for basic scientific research: 1985

Segment of public
Strongly
agree Agree

Don't
know Disagree

Strongly
disagree N

Percent

Total public 9 70 5 15 1 2,005

Age:
18.24 14 65 5 15 1 326

25-34 14 71 2 12 1 474

35.44 9 72 5 14 1 370

45-64 5 73 5 17 0 520

65 4 5 65 10 19 0 315

Gender:
Female 7 68 8 16 1 1,054

Male 11 71 2 15 1 950

Education:
Less than high school 5 65 9 20 0 507

High school graduate 7 71 5 16 1 1,006

AA degree 9 78 2 11 0 137

BA degree 19 68 2 10 1 229

Graduate degree 19 70 2 8 0 121

-Even if it brings no immediate benefits, scientific research which advances the frontiers of knowledge is

necessary and should be supported by the Federal Government"

SOURCE: Jon D. Miller, Public Attitudes Toward Science and Technclogy, 1985 (1988)

See table 8.18 in text. Science & Engineering Indicators-1987
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Appendix table 8-19. Public willingness to restrain scientific studies: 1979-85

Subject 1979 1983 1985

Studies that might enable most people in society to live
to be 100 or more

Percent willing to prohibit

29 32 26
Studies that could allow parents to select the sex of
their child NA 62 NA

Studies that might allow scientists to create new forms
of life 65 NA NA

Studies that might allow scientists to create new forms
of plant and animal life NA 46 42

Studies that might lead to precise weather control and
modification 28 NA 36

Studies that might discover intelligent beings in outer
space 36 38 29

Studies that cause pain or injury to animals like dogs
and chimpanzees, but whit I produce new information
about human disease or health problems NA NA 30

Studies that are designed to create new biological or
chemical weapons NA NA 66

N = 1,635 1,630 2,005

For each study, please tell me whether you think scientists shouldor should not be allowed to conduct that kind
of research. If you don't care one way or the other, just give me that answer
SOURCE: Jon D. Miller, Public Attitudes Toward Science and Technology, 1985 (1988)
See table 8.19 in text Science & Engineering Indicators-1987

Appendix table 8-20. Public assessment of three policy areas, by demographic group: 1985

Space exploration

Benefits & costs Costs only Costs
Benefits Benefits only about equal slightly substantially

substantially slightly (volunteered by exceed exceed Don'tSegment of public exceed costs exceed costs respondent) benefits benefits know N

Percent
Total public 26 27 2 15 24 5 2,005
Age:

18-24 24 30 1 19 22 4 32625-34 29 27 3 16 22 4 47435.44 28 31 1 12 25 3 37045.64 25 24 3 16 26 5 52065 + 23 25 4 14 26 9 315
Gender:

Female 20 24 3 18 30 6 1,054Male 33 31 2 12 18 4 950
Education:

Less than high school 20 25 3 17 26 8 507High school graduate 26 27 2 16 26 4 1,006AA Degree 26 32 2 14 25 1 137BA Degree 35 29 2 13 17 5 229Graduate Degree 38 25 3 15 17 3 121

(Continued)



Appendix table 8-20. (Continued)

Genetic engineering research

Benefits are Benefits are Senefits & risks Risks are Risks are

substantially only slightly about equal only slightly substantially

greater than greater than (volunteered by greater than greater 'han Don't

risks risks respondent) benefits benefits know N

Percent

Total public 23 27 2 14 24 11 2,005

Age:
18.24 24 29 2 22 17 6 326

25-34 27 27 2 12 27 6 474

35.44 23 24 2 15 26 10 370

45.64 20 28 2 14 23 13 520

65 + 17 23 1 9 29 21 315

Gender:
Female 19 25 2 16 27 12 1,054

Male 26 28 2 13 22 9 950

Education:
Less than high school 19 29 1 13 23 15 507

High school graduate 20 24 2 14 27 12 1,006

AA Degree 25 24 0 21 25 5 137

BA Degree 29 29 2 16 19 5 229

Graduate Degree 36 30 2 10 16 6 121

Nuclear power

Benefits are Benefits are Benefits & risks Risks are Risks are

substantially only slightly about equal only slightly substantially

greater than greater than (volunteered by greater than greater than Don't

risks risks respondent) benefits benefits know N

Percent

Total public 27 22 1 14 31 5 2,005

Age:
18.24 18 23 1 17 39 3 326

25.34 22 20 1 16 38 4 474

35.44 27 24 2 17 27 3 370

45.64 30 24 2 11 29 4 520

65 + 39 20 1 11 19 11 315

Gender:
Female 18 22 2 17 35 6 1,054

Male 37 23 1 10 26 3 950

Education:
Less than high school 28 24 1 15 25 7 507

High school graduate .... 26 22 2 13 33 4 1,006

AA Degree 31 20 0 15 31 3 137

BA Degree 28 20 1 13 36 3 229

Graduate Degree 27 23 1 17 si 2 121

in your opinion. have the costs of space exploration exceeded its benefits. or have the benefits of space exploration exceeded its costs'''

SOURCE: Jon D. Miller, Public Attitudes Toward Science and Technology. 1985 (1988)

See table 8-21 in text. Science & Et.gme)ring Indicators-1987
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Appendix table 8-21. Public reactions to Shuttle
Challenger accident: February 1986 and June 1986

Question and response February June

"Generally speaking, would you say that Percent

this accident has been a major setback
for the space program, a minor setback
or not really a setback at all?"

Major 37 66
Minor 45 26
No setback 17 7
Don't know 2 1

if additional funds are needed to modify
the shuttP% program or to get it back on
schedule, would you personally support
increased Federal funds for the shuttle
program, oppose additional funds, or
would it make no difference to you?"

Suppoit 50 49
Oppose 22 23
No difference 26 26
No answer 3 2

"The accident reflects a basic design
error or flaw in the shuttle. Do you
strongly agree, agree, disagree. or
strongly disagree.?"

Strongly agree 8 17
Agree 42 62
Disagree 40 18
Strongly disagree 6 2
Don't know 5 2

The space shuttle is such a complex
machine that accidents will continue to
occur from time to time."

Strongly agree 8 7
Agree 75 76
Disagree 15 16
Strongly disagree 1 1

Don't know 1 1

The space program should reduce the
number of manned shuttle flights and
rely more on unmanned vehicles."

Strongly agree 4 4
Agree 27 39
Disagree 55 49
Strongly disagree 10 4
Don't know 5 4

The space shuttle is still an outstanding
example of American technology:'

Strongly agree 32 24
Agree 65 73
Disagree 2 3
Strongly disagree 0 0
Don't know 1 1

"Do you think that manned shuttle flights
will start again?"

Yes 98 98
No 1 1

Don't know 1 1

N = 1,111 (the same set of respondents in Februaryand in June)

SOURCE: Jon 0, Miller, The Impact of the Challenger Accident on Public
Attitudes toward the Space Program. Report to the National Science Four)
dation (January. 1987)

See tabl4. 8.22 in text, Science & Engineering Indicators-1987
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